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The impact of different tillage on selected wheat varieties by using the UAV 
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Abstract 

Multi-spectral images taken by unmanned aerial vehicles (UAVs) can help to assess the 

characteristics of selected crops in different phenological stages. Two cultivars, the Khorasan 

and the Kabot wheat, in three different tillages were monitored by an eBee X UAV equipped 

by a MicaSense RedEdge-MX camera. A normalized difference vegetation index (NDVI) was 

selected to assess the vitality of crops. The measurement took place in three phenological 

stages: tillering, stem elongation, heading. No statistically significant difference was found 

between the variants except the early phase of both wheat varieties growth, however, the variant 

with the plowing and Kabot variety reached higher average values than other variants. 

Key words: Unmanned Aerial Vehicles, tillage, wheat, vegetation indices 

INTRODUCTION 

The grain of Khorasan wheat has an amber colour and high vitreosity and it excels in the 

impressive size of the grain compared to the other types of wheat. In the most cases the WTS 

(weight of thousand seeds) is greater than 50 g, but there are cases where the WTS exceeds the 

limit of 60 g. In general, the Khorasan crop is taller than other wheat varieties. Wheat Khorasan 

is suitable for ecological agriculture systems, although it is less adaptable, especially to low 

temperatures and powdery mildew. It is also necessary to monitor unnecessarily large inputs of 

nitrogen fertilizers which increase the effect of susceptibility to disease. The advantage of this 

wheat is higher habitus and rapid development of young plants which creates very good 

competition against unwanted weeds (QUINN et al., 1999; GIANOTTI et al., 2012; LORETO 

et al., 2017).  

Tillage is a basic process in crop growing that contributes to stable and high yields. In the long-

term perspective the tillage is an important process of caring for soil and its fertility. By tillage, 

the soil should ensure that crops receive the best possible conditions for their growth and 
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development. At the same time the negative impact on the habitat should be minimized (HŮLA 

et al., 2010). Until the early 1990s the conventional ploughing tillage with subsequent pre-

sowing preparation was a key agricultural technology (KÖLLER & LINKE, 2006). JAVOREK 

(2006) states that ploughing eliminates the germination of some weeds because their seeds are 

moved to greater depths by ploughing. It also incorporates plant residues and fertilizers into the 

soil. It should also ensure stable yields and enable seamless sowing which is not always easy. 

After the early 1990s due to growing economic pressure and ever-increasing positive response 

to farming without ploughing, the whole range of tillage systems including latest trends such 

as direct sowing began to expand (KÖLLER & LINKE, 2006). Minimization technologies are 

characterized mainly by the unification of several work operations into one, but they are also 

characterized by the replacement of ploughing by shallow tillage of the soil. There has been 

a change not only in the technologies themselves, the changes were also made on the machines 

used for the crop establishment (MAŠEK, 2006). 

Today remote sensing is a very important technique for obtaining valuable information not only 

for farmers themselves, but also for general public which is interested in the issue. Collecting 

images that are in the different spectral bands plays an important role. Three remote sensing 

methods are commonly used: satellite, aerial and UAVs. Satellite methods are a good helper in 

crop yield, chlorophyll and nitrogen content estimation (JELÍNEK et al. 2020; VINCINI et al. 

2016). The negative factor for the mentioned method is the spatial resolution (KUMHÁLOVÁ 

et al. 2014). UAV imaging provides practical monitoring of the crop conditions, especially in 

various experiments where is important to have a constant overview. Aerial photography not 

only provides a comprehensive results of vegetation vitality, but also time saving tool as 

a reliable replacement for manual sampling (DUAN et al. 2017).  

The NDVI is so-called differentiated ratio of reflectance between the red (absorbed by 

vegetation) and near infrared light (NIR – reflected by vegetation) (ROUSE et al. 1974; 

TUCKER, 1979) and is quite often used in research and in commercial agronomic applications 

(MARTI et al. 2007). NDVI serves as a means of obtaining valuable information on crop yield, 

biomass estimation, structure, crop vigour, leaf area in wheat but also more often in other less 

common crops of all kind. It is also a good tool for monitoring the dynamic changes of biomass 

during the growing season in different types of crops which can help to not only breeding 

companies but it is also a modern solutions for precision agriculture (MARTI et al. 2007; 

TESTER & LANGRIDGE, 2010; MCKINNON & HOFF 2017). Estimates are obtained from 

different patterns of reflectivity of green plant and soil. The index output is usually assigned to 

a colour from the colour range and creates a coherent image (ERDLE et al.,2011). 
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MATERIALS AND METHODS 

Study area 

The experiment was established in the village of Čenovice located in the Vysočina region (N 

49˚79'46.367", E 15˚11'37.622") in Czechia. On the experimental area were founded six plots, 

each of them represents individual variant that were treated by different tillage technologies 

and sown by different cultivars. Each variant has an area 4×50 m. Between each variant is 

a separating strip 4 m wide. Variants 1 to 3 were sown with ancient spring wheat Khorasan 

(Triticum turgidum ssp. Turanicum) while variants 4 to 6 were sown by modern and efficient 

spring wheat Kabot, which is characterized by a very high WTS. With regards to tillage the 

variants 1 & 4 were treated conventionally by ploughing, variants 2 & 5 by minimization 

technique using a coulter cultivator and variants 3 & 6 by minimization technique using disc 

cultivator. 

 
UAV equipment and flight configuration 

 

Aerial photography was carried out using a flying wing eBee X (senseFly SA, Cheseaux-

Lausanne, Switzerland). The flying wing was equipped with a MicaSense RedEdge-MX 

multispectral camera (MicaSense, Inc. Seattle, WA, USA) which contains five spectral bands 

with a resolution of 1.2 Mpx. Imaging took place in three phenological phases of wheat, during 

tillering (18.5.2020), stem elongation (11.6.2020) and heading (3.7.2020). The flights were 

performed at an altitude of 90 m above ground with a spatial resolution of 7 cm per pixel. 

Mission planning was carried out using eMotion software (SW, senseFly, Lausanne).  All 

flights were scheduled so that the individual images have 65% lateral and 80% longitudinal 

overlap. 

The images were processed using postflight tool in eMotion SW. Subsequently the images were 

consolidated into orthophoto by SW Pix4D from which the spectral index NDVI was derived. 

Another adjustment of the orthophoto was performed in the SW QGIS where the plots were 

clipped, furthermore, by using tool Zonal Statistics the descriptive statistics of monitored 

experiment were derived. 
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RESULTS AND DISCUSSION 

Summary statistics of crop vitality are in Figure 1 where a significant statistical difference 

occurred only between terms of measurement the lower values in term 18.5.2020 occurred 

because early stage of development of crops and thus less coverage by green plants. 

Nevertheless, the variant 4 (Kabot with ploughing) showed the highest average NDVI value 

through all variants. There was no statistically significant difference in phenological phases. 

All variants in terms of variety and tillage have very similar NDVI values.  

 

 
Fig. 1 Average NDVI values generated from aerial photos taken in three terms at different 

phenological phases in two varieties of wheat Kamut (1 to 3) and Kabot (4 to 6) under 

different tillage processing: 1 & 4 ploughing, 2 & 5 coulter cultivator, 3 & 6 disc cultivator 

 

Figure 2 shows NDVI indices for all measured variants. From the figure is visible that the 

variant 4 (ploughing with variety Kabot) has best NDVI results. This is especially evident in 

term b (11.6.2020). 

Comparing the condition of the crop within different tillage using UAV and NDVI has not been 

much studied yet for spring wheat. In addition, the results should be supported by sample 

collection before harvest or by yield mapping. For example, comparison of WTS within 

variants, laboratory analysis, comparison of size and conditions of selected plants and focus on 

the collection and analysis of soil samples. These additional measurements should provide more 

comprehensive output data and a better insight into the issue. YEOM et al. (2019) examined 

the difference in tillage for two selected crops (cotton and sorghum) using various RGB and 

NIR VIs (vegetation indices). Data from UAV DJI Phantom 4 Pro and DJI Matrice 100 with 

high resolution of VIs were used to measure the effect of tillage on plant vitality. The 
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measurement took place every week during the season. The results showed clear difference in 

VIs between tillage throughout the growing season. NIR-based VIs showed better 

discrimination performance than RGB-based VIs. The results also showed clear differences in 

Vls between conventional tillage and no-tillage throughout the cotton and sorghum growth 

period. Plots with no tillage showed higher Vls values in most variants. 

 

 
Fig. 2 NDVI values for all variants during monitored terms with two varieties of wheat Kamut 

(1 to 3) and Kabot (4 to 6) under different tillage processing: 1 & 4 ploughing, 2 & 5 coulter 

cultivator, 3 & 6 disc cultivator. Terms: a – 3.7.2020, b – 11.6.2020, c – 18.5.2020 

 

CONCLUSION 

The use of UAVs and vegetation indices is a good complement to gaining a new knowledge 

about the state of the crop during the vegetation, especially in their early stages. In comparing 

the difference in the effect of different tillage on plant vitality, there were no significant 

statistical difference in the measurements through different phenological phases. There was 

a significant statistical difference only between the measurement date, especially in the period 

of 18.5.2020 when the index values were very low. Which could be expected, due to the early 

stage of plant development, when the green plant cover was very small. In figure 2 the variant 4 
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(Kabot and ploughing) showed the highest average values. The results therefore indicate that 

different tillage does not have such a large impact on NDVI in this research and is necessary to 

complete the growing season with supporting measurements such a crop yield, WTS etc. and 

then draw conclusion over the past season. 
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Abstract 

This article is focused on optimization of manufacturing processes and material flow in 

woodworking industry. Optimization was done using Tecnomatix Plant Simulation (TPS) 

software from Siemens. This research was performed in a production plant in Slovakia. 

 

Key words: optimization, manufacturing, discrete-event simulation 

 

INTRODUCTION 

One of the most common optimization tasks in production is optimization od production 

processes and material flow optimization (SUJOVÁ et al. 2020). The increasing demands of 

the market environment force businesses to optimize production processes to ensure faster 

manufacturing. (ALAVI, HABEK 2016). The company must work in such a way that the input-

output transformation proceeds with the optimal consumption of production inputs, the optimal 

choice of production processes, resources, and optimal utilization of production capacity 

(SIMANOVA, GEJDOS, 2016). Optimization of production processes is commonly done with 

the use of simulation software to create discrete-event simulation (DES) models of a production 

line. The DES model can be characterized as a system that mimics the actual idea of the real 

production line and its movement with defined objects, configurations, and sequences identical 

to physical world. Therefore, DES is an efficient tool for planning, operating, and evaluating 

manufacturing systems (GREGOR et al. 1999).  

DES is viable optimization method for woodworking industry that provides support for decision 

making with fast analysis of various production scenarios in a relatively short time (RAHMAN 

et al. 2018; ALI AND ZULKIFLI, 2017; JURCZYK-BUNKOWSKA, 2019). TPS simulation 

software enables to create DES models to help user define system characteristics and optimize 

performance. Various scenarios of future production system and processes can be simulated 
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without disturbing existing production. The simulation provides the information needed for 

quick and reliable decision making. 

 

MATERIALS AND METHODS 

The aim of this article is to optimize material flow in woodworking company through DES 

created in TPS. Analysis of current stare of production was performed before actual creation of 

DES. Human interaction was not considered for simplification. Production line consists from 7 

manufacturing blocks. Each block consists from specific machines (Tab. 1).  

 

Tab. 1 Production line workstations 

Manufacturing cell Number of machines Operation 

MC1 2 Sawing 

MC2 1 Planing 

MC3 2 Milling 

MC4 2 Gluing 

MC5 1 Sealing 

MC6 1 Sanding 

MC7 1 Final surface treatment 

 

Production line is used to manufacture 5 different types of windows (W1, W2, W3, W4, W5) 

(Tab. 2). All manufacturing cells operates at single shift production plan. 

 

Tab. 2 Process times 

Manufacturing cell 
Process times [hrs] 

W1 W2 W3 W4 W5 

MC1 2 4 7 6 8 

MC2 3 3 5 3 4 

MC3 1.8 2.3 2.4 1.1 1.3 

MC4 1 3 4 3 2 

MC5 1.2 1.4 1.8 1.6 1.4 

MC6 2 2 3 3 2 

MC7 1.8 2.1 2.8 2.6 2 
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RESULTS AND DISCUSSION 

The aim of this research is to optimize material flow in Slovak woodworking industry focused 

on windows manufacturing.  With the use of real production line data, DES model of current 

state of production was made in TPS software for production of 5 products. DES model of 

original production line is shown in Fig. 1.  

 

Fig. 1 Original production line DES 

 

Results from initial DES shown that total production time is 160.8 hrs. First optimization of 

production line material flow consists from reduction of necessity for storage of workpieces 

between operation in buffers and quality control between operations. One final quality check is 

sufficient for whole production process which will reduce unwanted downtimes. Second 

significant optimization of material flow is done through merging of two manufacturing cells 

MC4 an MC5 into one manufacturing cell, which is achieved by purchasing a new machine, 

which can perform two operations in succession, thus eliminating unnecessary downtime 

caused by transfer from operation to operation and the overall processing time is reduced. 

Optimized production line DES is shown in Fig. 2. With production line optimization we were 

able to reduce total production time from 160.8 hrs to 120.5 hrs. 
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Fig. 2 Optimized production line DES 

 

CONCLUSION 

Our research shows that creation of DES models for production systems can provide data to 

mirror actual production and subsequently innovate production lines material flow without 

disruption of real production. DES models allows to respond quickly to requirements of 

customers and perform analysis and tests of future production. Our case study presented 

creation of DES model of real production line in woodworking industry focused on window 

manufacturing. The optimization of material flow through DES results into reduction of total 

production time needed to create selected products. 
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Abstract  

This paper deals with influence of cutting parameters to vibration during turning of steel on 

CNC lathe. We observed the effect of changing cutting parameters to machine vibration and 

the quality of the machined surface. Cutting parameters were changed in three steps. Cutting 

speed, feed and depth of cut were subsequently changed. We used piezoelectric accelerometer 

MMF KS78.100 to sense vibrations, data acquisition unit Adlink USB 2405 was used for 

recording and processing signals from accelerometers. Recorded signals were transformed by 

Fast Fourier Transform from time domain to frequency domain. Software Visual Signal DAQ 

Express was used to perform this transformation. 

 

Key words: vibration, turning, cutting parameters, roughness, acceleration 

 

INTRODUCTION 

The theory of vibrations and chatter has been known for long time. However, new transducers 

and their improvements have occurred, as well as new possibilities in data acquisition and 

computing equipment, which make methodologies and approaches to avoid vibrations more 

reliable and suitable for industrial application (Kuljanić et al., 2008). Vibrations have negative 

effect to whole process of chip machining. Badiola et al. (2019) determine these problems: 

Chatter vibration is a common problem in almost all cutting operations which limits 

productivity of machining processes. Chatter vibrations cause poor workpiece surface finishing, 

premature tool wear, and breakage of cutting tools. Furthermore, due to this phenomenon, the 

machine tool life, reliability, and safety of the machining operation are affected negatively. 

Chatter vibrations have been researched for more than a century and it is still a major obstacle 

in achieving automation for most of the machining processes. 
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MATERIAL & METHODS 

For the purposes of our experiments we used measuring device which consist from 

accelerometers MMF KS78.100 connected to signal acquisition module Adlink USB 2405 and 

PC with software Visual Signal DAQ Express. Block diagram of this device is shown in Fig.1. 

 

Fig. 1 Block diagram of measuring device 

Adlink USB 2405 

The USB-2405 shown in Fig. 2 is a 24-bit high-performance dynamic signal acquisition USB 

module equipped with 4 analog input channels providing simultaneous-sampling at up to 128 

kS/s per channel. The USB-2405 also features software selectable AC or DC coupling input 

configuration and built-in high precision 2 mA excitation current to measure integrated 

electronic piezoelectric (IEPE) sensors such as accelerometers and microphones. The USB-

2405 is USB bus powered and equipped with BNC connectors and removable spring terminals 

for easy device connectivity (Adlink, 2020). 

 

Fig. 2 Adlink USB 2405 signal acquisition module (Adlink 2020) 

Accelerometer 

Piezoelectric accelerometers use piezoelectric material in their design to create a charge 

proportional to the mechanical stresses caused by acceleration. Piezo crystal charge is measured 

either directly by external electronics with a high input impedance value, or more often the 

internal sensor electronics converting the charge to a low impedance voltage output. The 
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disadvantage of these accelerometers is that they cannot be used to measure frequencies below 

0.1 Hz. One side of the piezoelectric material is attached to a solid sensor base. The part named 

as seismic mass is attached to the piezo-sensor. If the accelerometer is exposed to acceleration 

(vibration, shock), the generated force F, which acts on the piezoelectric element, will generate 

a charge, respectively voltage at the sensor output (Hudák, 2009). We used two accelerometers 

MMF Ks78.100 shown in Fig.3. 

 

Fig. 3 Accelerometer MMF KS 78.100 

 

Visual Signal DAQ Express software 

Visual Signal is a signal processing software developed to provide time-frequency analysis 

solutions in an intuitive way. The design eliminates the complicated ways of writing a program 

to produce visual process control components, and instead provides a variety of visual process 

control components to be utilized. This gives users the ability to create a presentation of their 

own ideas for analysis without the limitation of needing to be able to code it 

(http://www.ancad.com/VisualSignal/overview.html). 

 

Mitutoyo Surftest 301 

Mitutoyo Surftest 301 is a portable measuring instrument that allows you easily and 

accurately measure surface roughness. It performs roughness analyses conform to various 

international standards (EN ISO, VDA, ANSI, JIS) and customized settings. Display range: 

Ra, Rq: 0.01 µm - 100 µm; Ry, Rz, Rt, Rv, R3z, Rk, Rpk, Rvk, R, Rp, Rx, AR, W, Wx, Wte: 

0.02 µm - 350 µm; S, Sm: 2 µm - 4000 µm;  HSC, Pc: 2.5/cm - 5000/cm; Ppi: 6.35 - 

12700/inch; dc: - 350 µm - + 350 µm; Lo: 0.1 mm - 99999 mm; mr, Mr 1, Mr 2: 0 - 100 % 

;A1, A2: 0 – 15000;  

(https://shop.mitutoyo.eu/web/mitutoyo/en/mitutoyo/$catalogue/mitutoyoData/PR/178-

952-4D/datasheet.xhtml;jsessionid=C93A6E5D8F471B473B5680F42FF833CE). 
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CNC Turning center Doosan Lynx 220A 

Vibration measurements were performed on CNC machine presented on Fig. 4. 

Technical parameters of the machine: 

Control system: FANUC 0i - TC 

Working range: 

- Maximum turning diameter above support - 290 mm 

- Maximum turning diameter above the bed - 510 mm 

- Maximum diameter of turned rod - 45 mm 

- The maximum length of turning with chuck - 322 mm 

 

 

Fig. 4 CNC turning center Doosan Lynx 220A 

 

RESULTS AND DISCUSSION 

As a specimen of the material for turning we used a shaft made from STN 412-050 steel with 

a diameter of 39.55 mm. The shaft was divided into sections with a length 15 mm. During the 

measurements we changed only one of the cutting parameters (cutting speed, feed, depth of 

cut), keeping other cutting parameters unchanged. We changed all parameters in three levels.  

Change of depth of cut 

We changed depth of cut as a first parameter. Cutting parameters for case change of depth of 

cut are shown in Tab. 1.  
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Tab. 1 Cutting parameters for case change of depth of cut 

Step 

number 

Cutting speed 

[m.min-1] 

RPM  

[min-1] 

Depth of cut 

[mm] 

Feed 

[mm.rev-1] 

1 150 1240 0.1 0.15 

2 150 1240 0.3 0.15 

3 150 1240 0.5 0.15 

 

In Fig. 5 shows an example of vibrations during turning with 0.1 mm depth of cut. On Y-axis 

is acceleration of vibration an on X-axis is frequency of vibration. We measured vibrations on 

two part of machine, on tailstock upper graph in Fig. 5 and on cutting tool bottom graph in 

Fig. 5. 

 

 

Fig. 5 Vibrations during turning with 0.1 mm depth of cut 

 

Roughness of machined surfaces, created during turning with different depth of cut is shown in 

Tab. 2. As we can see increasing depth of cut had almost no effect to surface roughness and 

vibrations.  
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Tab. 2 Roughness of machined surfaces 

Depth of cut [mm] Roughness Ra [µm] 

0.1 0.35 

0.3 0.36 

0.5 0.37 

 

Change of feed 

Next case was measurement of vibration during turning with changing of feed. Only feed was 

changed, similarly to previous case. Cutting parameters for this case are shown in Tab. 3. 

 

Tab. 3 Cutting parameters for case change of feed 

Step 

number 

Cutting speed 

[m.min-1] 

RPM  

[min-1] 

Depth of cut 

[mm] 

Feed 

[mm.rev-1] 

1 150 1240 0.5 0.15 

2 150 1240 0.5 0.25 

3 150 1240 0.5 0.35 

 

During turning with feed per revolution 0.35 mm was reached the highest level of vibrations. 

This case is shown in Fig. 6. We can clearly see relation between level of vibrations and 

roughness of machined surface from Tab. 4 and Fig. 6. Surface roughness was increase almost 

two-time by increasing from feed per revolution 0.25 mm to feed per revolution 0.35 mm, 

amplitude of vibrations had similar behavior.   

21



International Conference of Young Scientists  
ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

Fig. 6 Vibrations during turning with feed per revolution 0.35 mm 

 

Tab. 4 Roughness of machined surfaces 

Feed [mm.rev-1] Roughness Ra [µm] 

0.15 0.21 

0.25 0.28 

0.35 0.51 

 

Change of cutting speed 

In the last case we measure vibrations during turning with changing cutting speed. Only cutting 

speed was changed, similarly to previous two cases. Cutting parameters for this case are shown 

in Tab. 5. 

 

Tab. 5 Cutting parameters for case change of cutting speed 

Step 

number 

Cutting speed 

[m.min-1] 

RPM  

[min-1] 

Depth of cut 

[mm] 

Feed 

[mm.rev-1] 

1 175 1410 0.5 0.15 

2 200 1610 0.5 0.15 

3 225 1810 0.5 0.15 
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Fig. 7 Vibrations during turning with cutting speed 200 m.min-1   

 

 

Fig. 8 Vibrations during turning with cutting speed 225 m.min-1   

 

Tab. 6 Roughness of machined surfaces 

Cutting speed [m.min-1] Roughness Ra [µm] 

175 0.24 

200 0.32 

225 0.16 
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In this case was reached the highest difference between vibration levels. As you can see in Fig. 

7 vibrations are multiple time higher than in Fig. 8. Also you can see in Tab. 6 roughness of 

surface is two-time higher. Sivaraman et al. (2017) studied effect of vibration to surface texture. 

Despite of the fact that they use different material and conventional lathe, they had similar 

results “By increasing the spindle speed from 40 m.min-1 to 100 m.min-1 the vibration is getting 

reduced this is evidenced from the decrease in acceleration values for 100m.min-1 compared to 

40m.min-1”. 

 

CONCLUSION  

In this paper we researched the influence of cutting parameters on vibration and quality of 

machined surface during turning on a CNC lathe. We changed the parameters in three levels. 

We changed the depth of cut as the first parameter. From the graphs of measured vibrations and 

the measured roughness of the machined surface, it can be concluded that changing the depth 

of cut had almost no effect on the vibrations level and roughness of the machined surface. In 

second case, we changed feed. The vibration graphs and surface roughness values clearly show 

that vibrations increase and the quality of the machined surface decreases by increasing the 

feed. Especially with the last increase of feed, the decrease in surface quality is the most 

noticeable. In last case we changed the cutting speed. The attached graphs of vibrations and 

surface roughness show that increasing the cutting speed from 175m.min-1 to 200m.min-1 

brought a deterioration of the surface quality and a significant increase of vibrations. However, 

further increase in cutting speed has brought a significant improvement in surface quality, the 

roughness of the machined surface has fallen to half the value, and vibration has also decreased 

considerably. Based on these facts, we can conclude that the greatest influence on the surface 

roughness and vibration has the cutting speed. For the future, it would be useful to research the 

influence of cutting speed in a wider range and in more levels. 
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Abstract 

The article is concentrated on the tillage erosion, which causes adverse effects on the soil 

environment and long-term declines in crop yields. The field experiment was focused on the 

evaluation of soil particles transfer in conventional tillage technology. The most soil particles 

after tillage were found in the range of 0.00 to 0.03 m. The relationship of the tracer weight to 

a distance from the original location can be described by an exponential function. The part of 

the tracers were found after conventional tillage more than about 3 m from their original 

location in the upper soil layer. The acquired knowledge will be used in the next study of tillage 

erosion processes. 

 

Key words: soil, soil translocation, soil erosion, soil tillage, tiller, degradation 

 

INTRODUCTION 

In the Czech Republic are approximately 3.5 million ha arable soil, a large part of this area is 

characterized by a high average slope. For this reason, most research is focused on water and 

wind erosion. This erosion is very often discussed and it is given considerable attention, both 

in the professional and non-professional part of the public. However, this does not apply to 

tillage erosion. Tillage erosion contributes to changes in the soil, especially to the deterioration 

of fertility and other properties of the soil (MORGAN, 2005). Research on soil erosion during 

soil tillage does not have a long history (GOVERS et al. 1999). CULS has been studying of soil 

erosion since 2010 (HŮLA, NOVÁK et al. 2011).  

This article is focused on the above-mentioned the tillage erosion. It examines the effect of 

erosion in conventional tillage technology. Conventional technology can be divided into the 

areas of primary tillage and secondary tillage. In the article we deal with secondary tillage using 

mouldboard plough and soil preparation using cultivator with harrows. 

The soil experiment was created in the locality of Nesperská Lhota in the Central Bohemian 

Region. The experiment was established to measure the longitudinal displacement of soil 

particles and the weight of the relocated soil. 
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MATERIALS AND METHODS 

The tillage erosion was measured in July after harvest of spring oats in the green ripeness phase. 

Basic data on a field where measurements were done: the locality Nesperska Lhota near Vlasim, 

altitude of 420 m a.s.l., sandy loamy Cambisol. Before the translocation of soil particles started 

to be measured, soil samples were taken to determine the basic physical properties of soil at 

a depth of its tillage. A digital clinometer (BMI, Germany) was used to measure the angle of 

slope of a part of the field where measurements were performed. The average slope is 2.7°. For 

tillage passes was chosen direction "downslope orientation“. The machines that were chosen to 

measure: mouldboard plough Ross PH-1-535 five-share of working width 1.75 m and cultivator 

Kovo-Novák with two levelling bars and harrows of working width 3 m. The tractor Zetor 130 

HSX 16V was used. To indicate the translocation of soil particles white limestone grit (particle 

size 10-16 mm) was used (LOGSDON, 2013). Grits were incorporated into grooves 0.20 m in 

width and 1 m in length. The longer side of the grooves was oriented perpendicularly to the 

direction of passes of tillage machines. The groove depth was chosen to match the working 

depth of tools of tillage machines. Soil tillage depth: mouldboard plough - 0.20 m and cultivator 

with two levelling bars and harrows- 0,05 m. The working speed of machines in the field was 

chosen according to the manufacturers’ recommendations: mouldboard plough 4.5 km.h-1, 

cultivator with two levelling bars and harrows 5.5 km.h-1. After passing the tractor with the 

tillage machine across the field, the tracers were picked by hand from the soil in segments of 

0.30 m in the direction of machine movement. The segments were divided into three segments 

of 0.33 m also in a crosswise direction. By weighing the tracers their weight was determined in 

each segment as an indicator of soil particle translocation by soil tillage. Data were processed 

by the programmes MS Excel (Microsoft Corp., USA). 

 

RESULTS AND DISCUSSION 

The measured values after tillage by the mouldboard plough and cultivator Kovo-Novák with 

two levelling bars and harrows are presented in figure (Fig. 1) and (Fig. 2). 
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Fig. 1 Average values of particle translocation in a lengthwise direction 

 

Fig. 2 Particle translocation in three crosswise segments 

 

The evaluation of acquired data shows a noticeable translocation of particles in the direction of 

the machine movement. Fig. 1 shows the curve representing the average values of translocation 

in the particular segments. There is a steep fall in the weight of translocated particles at a longer 

distance from the original location. The relationship of the tracer weight to a distance from the 

original location can be described by an exponential function. The graph shows that the particles 

are translocated by the working tools of the cultivators to distances more than 3 m. 
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As reported by (VAN MUYSEN et al. 2002), on average, the largest movement of soil particles 

occurs in the range from 0 to 0.9 m. However, these results were obtained by (VAN MUYSEN 

et al. 2002) in the study of tools used for primary tillage. Our results in the tested technology 

are similar. In studys evaluate the influence of different machine design on the displacement of 

soil particles (TIESSEN et al. 2007), (LI et al. 2007). The results are also similar, the type and 

geometry of working tools has an effect on the magnitude of displacement of soil particles. The 

longest distance of the displaced particle according to (VAN MUYSEN et al. 2006) was 

measured at about 10 m, but it was again a primary tillage using discs. This was not confirmed 

during the tested technology - the farthest particles were found at a distance of 3 m. 

 

CONCLUSION 

During primary and secondary tillage, a large amount of soil is set in motion. It was found that 

the soil translocation is very variable and depended on the type of machine and the chosen 

technology. The largest displacement of soil particles was in the range of 0.00 to 0.03 m. 

Surprisingly, the most distant particles after conventional tillage were found more than about 

3 m from their original location in the upper soil layer. These findings should be taken into 

account in further study of erosion processes. 
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Abstract 

This article focuses on the analysis of the liquid speed field at suction pipe flow by the Laser 

Anemometry PIV (Particle Image Velocity) method in the selected areas power characteristics 

of the selected radial centrifugal pump on the real hydraulic test circuit. The achieved of 

experiment results are detailed vector maps of real liquid flow, they show that with increasing 

total head, the fluid flow in the suction pipe in front of the pump is significantly affected. The 

results will be used for optimizing the model of digital flow simulation (ANSYS CFD) and in 

the next stages of developing pump innovations to increase performance and efficiency. 

 

Key words: Particle image velocimetry (PIV), centrifugal pump, hydraulic performance 

 

INTRODUCTION 

The main task of this work is to analyze the field of fluid velocity at the flow through the suction 

pipe using the method of laser anemometry PIV in a real hydraulic circuit to determine how the 

impeller affects the flow of fluid in the suction pipe at the pump inlet depending on the change 

total head. 

In centrifugal pumps, the geometry of the impeller blades is a major component of the 

conversion of mechanical energy into hydraulic pressure energy. [1], [2] 

The results of the studies show that the fluid flow through the impeller of a rotary centrifugal 

pump at partial load creates vortices that directly affect the hydraulic performance of the pump. 

Clockwise vortices on the suction side of the vane and counterclockwise vortices on the 

pressure side of the vane. While the counterclockwise vortices move toward the impeller output, 

the clockwise vortices move to the opposite side. Turning the vortex counterclockwise increases 

energy loss, while turning the vortex clockwise will positively affect the pump head. [3], [4] 

Swirling flow in pump intake has been the subject of discussion for decades due to the 

detrimental effects brought about by its existence. Among the effects of swirling flow are 

reduced pump efficiency, cavitation, excessive vibration and load imbalance at the pump 

impeller which are caused by hydraulic problems associated to swirling flow. [5], [6], [7], [8], 
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[9] It is necessary to deal in detail with the causes of vortices in the suction pipe to be able to 

design such solutions that guarantee an even flow of liquid into the pump. 

 

MATERIALS AND METHODS 

Experimental verification of pump performance parameters 

Verification of performance characteristics and operating parameters in the development, 

manufacture and supply of pumps is described in ISO 9906. The standard specifies hydraulic 

power tests for all rotodynamic pumps. And it can be used for pumps of all sizes and on which 

wheels pumped liquids that behave like pure cold water. Testing of the pump used here was 

based on this standard. [10] 

A cast iron pump has been selected for laboratory testing, the geometry of the wheel in the 

spiral cabinet together with the parameters of the pump are specified in figure (Fig. 1). 

 

 

Fig. 1 Cast iron impeller in spiral housing and parameters of pump [11] 

 

Hydraulic testing 

A hydraulic test circuit was used for the experimental examination of the hydrodynamic flow 

of liquid in the suction pipe by the particle image rate (PIV) method in the context of the pump 

performance characteristics. The diagram of the circuit in figure (Fig. 2). 
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Fig. 2 Hydraulic circuit scheme [12] 

 

Q – flow meter,  

P – tested pump, V1, – control 

valves,  

Pp, Ps – pressure sensors,  

D – dynamometer, FC – frequency 

converter, C – camcorder PIV. 

 

The hydraulic test circuit consisted of tank, connecting pipes, control and measuring elements 

and the pump tested (P). The water flows in the direction of the arrows and forms a closed 

circuit. Gradual closing of valve V1 simulated an increase in the total head for the tested pump. 

The pump was powered by a three-phase asynchronous electric motor with continuous shaft 

speed control using the LSLV0055s100-4EOFNS frequency converter. The torque on the pump 

shaft was measured by the torque sensor (D) Magtrol TMB 307/41 (accuracy 0.1%). The water 

flow rate was measured using the electromagnetic flow meter (Q) SITRANS F M MAG 5100 

W (accuracy 0.5%). Pressures in suction pipe (ps) and pressure pipe (pp) were measured by 

pressure sensors HEIM3340 (accuracy 0.5 %) installed according to the measurement 

requirement 1. accuracy class (ISO 9906). 

The PIV laboratory equipment from company TSI consisted of laser, optics, synchronizer, 

camera, computer, software and fluorescent substance. The system was used to obtain a two-

dimensional array of speeds. For measurements, a vertical plane in the axis of the suction pipe 

at the pump inlet was selected. The field of view covered the entire cross-section of the pipeline 

to reveal the overview structures of the flow. A Double pulse Nd:YAG laser (YAG100-100-

LIT) with a wavelength of 532 nm was used to illuminate the vertical plane. During the 

measurement, the time delay between the two laser pulses was adjusted to 50 μs.  The light 

beams have been adjusted to a perfectly thin light sheet in the Light Sheet Optics 610026 optical 

device. A Powerview Cameras 630092 camera was used to capture images. The camera was 

placed in the perpendicular direction to a laser light sheet. LaserPulse Synchronizer Model 

610036 was provided by laser and camera timing control. The computer provided storage and 

preliminary evaluation of the measured data by the COMPUTER for PIV 600054-64 with 
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INSIGHT™ 4G-2DTR Data Acquisition software. A glass powder coated with 100-SLVR 

silver was used as a fluorescent substance. 

The measurement was carried out at constant speeds (1,450 rpm.min-1 or 2,950 rpm.min -1) set 

by the frequency converter. Gradually closing of the V2 valve increased the resistance of the 

discharge pipe. During the measurement, values of the flow, engine speed, torque on the engine 

shaft, fluid pressures at the pump inlet and outlet were recorded. From the measured values, the 

performance parameters were continuously calculated and the images of PIV were recorded at 

selected points of these graphs, see figure (Fig. 3 and Fig. 4 ) [10], [12] 

 
Fig. 3 Diagram of Particle Image Velocity (PIV) 

 
Fig. 4 Testing of Particle Image Velocity 
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Calculation of relations 

From Bernoulli's equation between intake (ps) and displacement (pp) of the pump and the 

continuity equation, the pump's variable energy was calculated: 
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Nomenclature 

p – liquid pressure at a given location  [Pa] 
ρ – specific mass of liquid    [kg ∙ m−3] 
v – medium fluid speed at a given location  [m ∙ s−1] 
Yp – specific pump energy    [J ∙ kg−1] 

g – gravitational acceleration    [m ∙ s−2] 
ℎ – vertical pressure relief    [m] 
Q – volumetric flow rate    [l ∙ s−1] 
S – flow cross-section at a given location  [m2] 
d – inner diameter of the pipe at a given location [m] 

Test circuit input parameters 

o inner diameter of suction pipe: ds = 65 mm 

o inner diameter of pressure pipe: dp = 50 mm 

o vertical pressure relief: h = 290 mm 

 

RESULTS AND DISCUSSION 

The pump was tested by dual rotation of the ordinary wheel 1.450 rpm.min-1 and 2.950 

rpm.min-1, see figure (Fig. 5 and Fig. 6) shows the performance characteristics. 

 
Fig. 5 Performance characteristic at 2.950 rpm.min-1, volumetric flow rate depending on 

efficiency, total head and power input 
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Fig. 6 Performance characteristic at 1.450 rpm.min-1, volumetric flow rate depending on 

efficiency, total head and power input  

In the graph the green points show the record of the flow in the suction pipe by the testing 

method PIV. Each measurement is presented by one vector field plot. Vector field plot for 

measurement at 2.950 rpm.min-1 is identical with measurement at 1.450 rpm.min-1. Figures 

(Fig. 7 to Fig. 9) show some of those vector field plots. The areas with the highest flow to areas 

with the highest effectiveness. see figure (Fig. 7). Particle measured by PIV create streamlines 

moving parallelly and not intermingling, in the cross-section of the pipe they do not move with 

the same speed, the highest speed (v=3,23 m.s-1) was measured in the axis of the pipe and in 

the direction to the edge of the pipeline the speed declines. That is basic premise in designing 

of pumps where the steady flow of liquid is desirable. 

 

Fig. 7 Vector field plot, performance characteristic at 2.950 rpm.min-1, PIV no. 3. 

The first differences from the steady flow of liquid towards the pump occur at point PIV no. 3. 

In areas near the suction of the pump is measured higher speed up to 100 % towards the pump. 
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The figure (Fig. 8) shows that increase relates to the short section of the liquid therefore by the 

sides of pipe is lower or negative flow which causes minor local whirls by the sides. If the 

rotations are higher, the whirls are more significant. 

 
Fig. 8 Vector field plot, performance characteristic at 1.450 rpm.min-1, PIV no. 3. 

If the flow approaches zero and total head is maximal, similar phenomenon is visible in both 

regimes of the pump. The figure (Fig. 9) shows the upper part of the pipeline in proximity of 

the pump with significant whirl which affects the flow in the entire length of tested pipeline so 

that in the entire upper part there are visible local minor whirls.  

The other significant whirl is located in further from the pump on the opposite side of the pipe 

and has the opposite direction of rotation. These whirls affect the transport of the liquid towards 

the pump, streamlines are not parallel, the direction is affected by the whirls. 

 
Fig. 9 Vector field plot, performance characteristic at 2.950 rpm.min-1, PIV no. 7. 

Vector field plots show speeds and directions of the flow of the liquid only in the plane of the 

axis of the pipeline. The result is an overview of the shape of the streamlines in the mentioned 

plane. It is possible to see the condition for designing the pump the steady flow of liquid towards 

the pump at highest efficiency. In the area from the first differences of the uniform flow of 

liquid to the pump to the area where the flow is close to zero and the discharge height is 
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maximum are located the position of the created whirl and the influence of the whole liquid 

flow are determined. These conclusions are possible to use in order to increase the effectiveness 

of the pump. To better represent of the liquid flow, the measurement can be extended by 

a second set of measuring equipment (laser and a camera) for measuring the other area. In case 

of measuring two areas which are perpendicular, the result will show three-dimensional 

illustration of the flow, due to the financial demands of the equipment, this measurement variant 

was not carried out. Results of PIV measuring can be compared with numerical models of CFD 

programs. The output of mathematical model CFD is three-dimensional illustration of the flow 

which can be used to reach the optimization of the pump model. 

 

CONCLUSION 

The measuring validates the uniformity of the flow of the liquid in the suction pipeline of the 

pump at the point of the highest effectiveness. The result of the measurements are detailed 

vector maps and description of real liquid flow in front of the pump. In decreasing of the flow 

and increasing the transport height of the pump up to the limits of the highest effectiveness of 

the pump, the whirls occur disrupting the steady flow of the liquid towards the pump. The whirls 

are measured by PIV methods and described in the chapter Results. The results can be compared 

with the results of the numerical model of the flow on CFD program to reach the optimization. 
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Abstract 

This article is focused on monitoring and evaluation of losses arising from the mechanized 

harvesting of grapes in the two years 2017 and 2018. Measurements were performed in the 

conditions of Slovak viticulture in the company Pivnica Radošina s. r. o., when using the 

Pellenc 8090 SP trailed harvester on the Traminer variety. In 2017, losses of 274.12 kg.ha-1 

were found, which represented 2.03%, and in 2018 it was 137.34 kg.ha-1, which accounted for 

1.47% at a higher frequency of oscillations of the harvesting system. All research measurements 

were conducted during full grapes harvesting operation in the company. 

 

Key words: mechanized grape harvesting, losses, evaluation of harvest, 

 

INTRODUCTION 

Slovak viticulture and viniculture have a long tradition. After the more demanding nineties of 

the 20th century, viticulture in Slovakia stabilized. Slovak wine has a high quality and quality 

value at the world level. However, at this time, the cultivation of must and the wine sector face 

problems of cheap competition. These problems can be solved by greater support for the sector, 

but also by optimizing production processes, reducing the amount of need for human labor, 

which is expensive and insufficient today. Related to this is the use of viticulture mechanization 

as much as possible, which will increase the efficiency of processes and ultimately reduce the 

costs themselves and increase the competitiveness of Slovak viticulture. Therefore, it is 

necessary to introduce mechanization in those processes, which for many years were associated 

only with the need for human labor. One such operation in the grape growing process is 

harvesting, which is one of the most demanding operations. Because grape harvesting is the 

most demanding operation in vineyard technology and significantly affects the quality of the 

final product, i.e. wine, it is necessary to carry it out in the shortest possible time of the optimal 

date of harvest, with the highest quality of harvested material. This can be achieved by modern 

mechanized means for grape harvesting - grape harvesters, which are manufactured as self-

propelled or semi-trailer machines attachable to a tractor. In Slovakia, however, mechanized 
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grape harvesting is applied to a much lesser extent, such as in the Czech Republic. This can 

result in higher harvesting costs. However, there are voices from practitioners that mechanized 

harvesting leads to large losses or damage to vegetation or a reduction in the quality of the 

harvested product. Therefore, the issue of mechanized grape harvest involves several authors 

in the world, but also in the Czech Republic and Slovakia, to examine and evaluate the quality 

and effects of mechanized grape harvesting.  

To spread mechanized harvesting in Slovakia, it is necessary to bring this method of harvesting 

to the attention of winegrowers, to highlight its advantages in comparison with manual 

harvesting. However, this requires research in this area, which is mainly addressed by foreign 

authors, where mechanized grape harvesting is more widespread. Potential users of grape 

harvesting technology are also interested in harvesting losses. Therefore, the research aimed to 

monitor and evaluate the losses of grapes that occur when using a new modern harvesting 

machine used in the current conditions in Slovakia. 

The choice of mechanical harvesting of wine grapes depends on many factors including 

vineyard location, value of the crop, the availability and cost of hand labour, the efficiency of 

fruit removal, and transporting the harvested product (Clary et al., 1990). Interaction between 

the machine and vine is one of the more promising lines of research to improve the 

performances of grape harvesters. The machine–plant relationship affects the results of the 

grape harvest in terms of yield, product quality and preservation of the vineyard (Intrieri and 

Poni, 1990; Pezzi et al., 2005). 

The primary factor for introducing mechanization is a reduction in the amount of human labour 

and a reduction in annual costs, even if the initial costs are high (Jobbágy, Findura, 2013; Bates 

and Morris, 2009; Pezzi, Martelli, 2015). 

 

MATERIALS AND METHODS 

Our monitoring aimed to assess the losses incurred during the harvest by falling into the soil 

and not harvesting, in a year-on-year comparison. The research measurements took place in the 

vineyards of the company Pivnica Radošina s. r. o. on the variety Traminer. The vine is grown 

on a middle line with a flat harvest shape. The supporting structure consists of galvanized steel 

posts, suitable for mechanized collection. The vineyards are south-oriented and reach a slope 

of 3 – 7%. Measurements took place in October 2017 and September 2018. 

The PELLENC 8090 SP trailed harvester in aggregation with the SAME Frutteto3 100 vineyard 

tractor was used for harvesting. The Pellenc 8090 SP grape harvester is suitable for small and 

medium-sized businesses. It is an over-the-counter grape harvester that achieves lower 
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performance compared to self-propelled machines. The combine is connected to the tractor 

utilizing a lower link via special swivel drawbars, which allows good maneuverability of the 

set. The construction of the machine is portal. The machine works on the vibrating principle of 

shaking. The harvesting device consists of bilaterally mounted pairs of shaking rods anchored 

at two points. These are rods of elongated shape. The catch device is lamellar with an inclination 

on both sides. Each side of the catch ramp contains 19 slats, which are attached to flexible 

joints. The volume of the tanks is 3000 l. The control of the machine and the setting of working 

parameters is performed utilizing a control unit consisting of a screen for displaying 

information, a combined joystick control and a control for navigating and setting parameters. 

The working speed of the set was in the range of 2.5 – 3.1 km.h-1. 

Each year, 3 experimental measurements were performed. In selected experimental rows, PE 

foils were distributed in the area of the anvil strip in a section of 10 m wide 2.8 m, 1.4 m on 

each side of the row of vines. Thus, one measurement represented one 10 m measured section. 

After passing through the harvester through the measured section, the fallen berries were 

collected in containers and then the berries were collected from the trusses that remained after 

passing through the harvester. The total losses per 1 hectare of vineyard were determined by 

weighing and calculation and also expressed as a percentage of the harvest. 

The vineyard is planted in a 2.4 x 1.0 m clip, which represents 4200 trusses per hectare.  

 

RESULTS AND DISCUSSION 

Before performing the measurements, the machine parameter was set to the values 

recommended by the manufacturer. However, frequency is the most important factor 

influencing the amount of harvesting losses. Therefore, the frequency of shaking was set based 

on passing through the first row of the vine, when we determined, based on visual assessment, 

the value of the frequency at which the lowest losses occurred with the least damage to the 

berries. By observing, we confirmed what Pezzi and Caprara (2009) state that visible losses 

decreased with increasing frequency. The following machine parameters were set for 

measurements in 2017: frequency 450 .min-1, oscillation amplitude 90%, shaker spacing 20 

mm, separation fan speed 1600 rpm. Working speed ranged from 2.5 to 3.1 km.h-1. 

From the measurements, we evaluated that the total absolute value of losses was 274.12 kg per 

hectare, which represented a percentage of 2.03% with the achieved fertility. The average yield 

per hectare was 13.5 t.ha-1. 
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Tab. 1 Harvest losses 2017 

Measurement 2017 - Traminer 

The Measurement 
Losses incurred 

Slumped, [kg] Non-harvested, [kg] 

1. 0.396 0.43 

2. 0.383 0.142 

3. 0.502 0.105 

Average 0.427 0.226 

Losses for hectare, [kg.ha-1] 179.34 94.78 

Percentage, [%] 1.33% 0.70% 

Total losses for hectare 

[kg.ha-1] 

274.12 

Total losses in % 2.03% 

 

During the harvest in 2018, slightly different parameters of the machine were set based on visual 

evaluation. Oscillation frequency 490 .min-1, oscillation amplitude 100%, shaker spacing 20 

mm, separation fan speed 1600 rpm. Working speed in the range of  

2.5 - 3.1 km.h-1. Lower losses were measured this year. The specific value was 137.34 kg per 

hectare. With an average fertility of 9.36 tons, this represented a percentage of 1.47%. 

 

Tab. 2 Harvest losses 2018 

Measurement 2018 - Traminer 

The Measurement 
Losses incurred 

Slumped, [kg] Non-harvested, [kg] 

1. 0.265 0.052 

2. 0.252 0.041 

3. 0.235 0.136 

Average 0.251 0.076 

Losses for hectare, [kg.ha-1] 105.28 32.06 

Percentage, [%] 1.12% 0.34% 

Total losses for hectare 

[kg.ha-1] 

137.34 

Total losses in % 1.47% 

 

The results of measurements show that in 2018 lower percentage losses were achieved by 

almost 28%. We can therefore say that the statement of Pezzi and Caprara (2009) that the losses 

decreased with increasing frequency was also confirmed here in terms of values. However, it is 

not possible to increase the frequency enormously, as hidden losses in the form of increased 

berry damage may subsequently occur. This results in splashing of berries and increased hidden 

losses. It is therefore necessary to identify a medium, reasonable frequency at which losses are 

minimized. This can be traced to the condition of the harvested product in the container.  
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The maximum losses were at the level of 2%, which are particularly good values comparable 

to the results of other authors (Jobbágy et al. 2018; Pezzi, Martelli 2015; Novák, Burg 2013; 

Zemánek, Burg 2005). Even, such loss values are lower compared to losses that result from 

manual harvesting, as reported by Clary et al. (1990), where in their research the losses of 

manual harvesting reached up to 2.64%. 

In addition to the frequency of oscillations and working speed, other factors also influence the 

amount of losses, such as degree of ripening of the grapes. If the grapes have a smaller amount 

of water (degree of ripening and precipitation), the berries hold more firmly on the bunches, so 

it is necessary to shift the frequency of oscillations to higher values. This means that the 

operational setting of the machine changes each year for each variety, even within one variety 

of the same season at different harvest times. 

 

CONCLUSION 

The work aimed to evaluate the mechanized harvesting of grapes, especially the losses that 

occur during the harvesting of the overhead grape harvesters. A Pellenc 8090 SP harvester was 

used for the measurements. Measurements were performed in two years on the variety 

Traminer. The monitoring revealed that lower losses were achieved by almost 28% year-on-

year in the given company. This could be achieved by a higher value of the oscillation frequency 

of the shaking rods. Total losses reached 2.03%, respectively 1.47%. The amount of losses is 

influenced by many factors from the ripeness of the grapes to the appropriate setting of the 

machine parameters, but also compliance with agrotechnical requirements for mechanized 

harvesting. Mechanized harvesting of grapes can be considered as an efficient method of 

harvesting, which achieves higher performance, comparable or lower losses. From the acquired 

knowledge we can conclude that it is very important to first monitor the losses visually at lower 

frequency values and find the optimal frequency when there is minimal visual loss, to achieve 

the minimum hidden losses. 
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Abstract 

Monitoring of agricultural crops is already an integral part of precision agriculture. The radar 

system with a synthetic aperture enables continuous monitoring of the vegetation during the 

growing season. Radar data can provide information of crop type or estimate  biophysical 

parameters. The Copernicus program offer opportunity to monitor crops systematically  every 

6 - 12 days in the Czech Republic. In this study, VV / VH SAR images with high temporal 

resolution were used to compare the two life cycles of maize. A time series analysis was 

performed that compares the growing seasons of maize with significantly different 

meteorological conditions. Different fertilization variants were also compared using 

backscatter. 

 

Key words: radar, weather, maize, time series, backscatter, polarization 

 

INTRODUCTION 

Due to the growing demand for food, the demands on farmers are constantly increasing. Earth 

remote sensing is a tool that helps farmers in various areas of interest. Earth remote sensing 

can be divided into several areas of use. Estimation of crop yield, precise farming, where 

maximum yield is required, evaluation of cultivated crop, mapping of losses and yields, and 

control of agriculture (Henderson, Floyd M., Lewis, 1998) (Sivakumar et al., 2003). Remote 

sensing of the Earth is most often performed using optical or radar data. Crop analysis using 

optical data is already well developed and offers a lot of tools for crop analysis. However, 

optical data has a shortcoming that is addressed by radar data. Optical data work mainly with 

the visible part of the electromagnetic spectrum, which cannot penetrate the clouds due to its 

very short wavelength (Vreugdenhil et al., 2018). 

Radar systems working with Synthetic Aperture Radars solve this problem. These systems 

work with the microwave part of the frequency band, which allows the penetration of clouds 

and rain. (Steele-Dunne et al., 2017). The SAR emits a pulse of electromagnetic radiation and 

then records the amplitude and phase that return reflected from Earth. The backscatter 
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coefficient σ0 describes the strength of the recorded radar signals. (Atzberger, 2013). 

However, interpreting the data is very difficult, but a great benefit for this field is the 

Copernicus program from the European Space Agency, which offers data from its satellites 

free of charge. (Kim & Van Zyl, 2009) 

 

MATERIALS AND METHODS 

The cornfield is located in Sloveč in Central Bohemia Region. The date of sowing corn was 

14.4. and the date of harvest 27.8. in 2015. In 2018 the date of sowing was 10.4. and 3.8. was 

the harvest date. The cornfield was divided into ten variants of the fertilization system. Variants 

shown in tab. 1 adhered to the same fertilization management at all times. The NPK is a typical 

fertilizer (nitrogen, phosphorus, potassium), SOL (PRP Technologies, France) was used as the 

soil activator. FIX (PRP Technologies, France) was used as the activator of the biological 

transformation of manure. 

 

  

Tab. 1 Variants of feritilization 

Variant number Type of fertilization 

1 cow manure with FIX + NPK 

2 cow manure with FIX + SOL+ NPK 

3 cow manure + NPK 

4 cow manure + SOL+ NPK 

5 SOL + NPK 

6 NPK (control) 

7 pig manure with FIX + NPK 

8 pig manure with FIX + SOL+ NPK 

9 pig manure + NPK 

10 pig manure + SOL+ NPK 

 

The calculation of backscatter σ0 was demonstrated using the Sentinel Application Platform 

(SNAP). The timeline was processed from one Sentinel 1 satellite mission, meaning that the 

timeline has a step of 14 days. The images were calibrated, and a Lee Speckle filter was applied 

to increase the image quality. The images were compared with the Terrain Correction function. 

The resulting images have a resolution of 10 x 10 pixels and contain backscatter values (Jin et 
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al., 2015). The image was converted to a logarithmic level using the dB unit. Values in VV 

(vertical polarization), VH (vertical/horizontal polarization) was available for backscatter 

purposes. In Figures 1 and 2 you can see the time series from the year of backscatter σ0 in VH 

polarization for all ten tested variants. 

 

 

Fig. 1 Time series of backscatter signal σ0 VH 2015 

 

 

Fig. 2 Time series of backscatter signal σ0 VH 2018 

 

Backscatter monitoring is very sensitive to moisture changes. Due to rainfall must be taken into 

account in the analysis. The nearest meteorological station, which records the frequency of 

rainfall, is located in the town of Poděbrady, which is 17 km from the measured field. The 

average rainfall in the area from April to August is 1.47 mm of rainfall per day (average from 
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1961 - 2019). In 2015, rainfall in the measured period was 1.62 mm per day and a total of 221 

mm of rainfall in the measured period. In 2018, 1.13 mm per day and 131 mm of rainfall in 

total were measured for the measured period (ČHMÚ). 

 

 

RESULTS AND DISCUSSION 

When comparing the backscatter from 2015 and 2018, large differences can be observed. These 

differences are mainly caused by different total rainfall. In 2015, the backscatter curve grows 

more slowly, indicating a more even total precipitation. From 30.7. From 2015 to 15.8. 2015, 

no rain was recorded in the area, which is immediately shown in the graph. Just before harvest, 

the daily total rainfall was very high, which could affect the backscatter value. The year 2018 

was rainfall poorer than the average in the area. There was only one day during the growth of 

the crop, when more than 25 mm of rain fell, which indicates that light rain prevailed during 

the period. According to the data, the graph is clearly influenced mainly by 12.6. 2018, where 

the backscatter reaches high values due to humidity, which is caused by that very day with a 

very high total precipitation, namely 30.3 mm per day. Pre-harvest values are almost declining 

in 2015 and 2018, but in 2018 they are not affected by rain. 

The back dispersion of fertilization variants in 2015 differed before harvest by a maximum of 

6.47% for VH and by 5.16% for VV. The data suggest that fertilization variants 7 and 8 should 

have the highest yield according to VH and according to VV variants 2 and 6. In 2018, VH 

differed by 2.27% and VV by 8.92%. According to the data, variants 1 and 2 should have the 

highest yield according to VH and VV. 

 

CONCLUSION 

This study evaluated the backscatter sensitivity of Sentinel-1 SAR. Two maize growing seasons 

from 2015 and 2018 in the same field were compared. Different fertilization variants were also 

compared. Time series analysis demonstrated the sensitivity of the backscatter to vegetation 

variables. The differences in σ0 backscatter between 2015 and 2018 were caused by different 

rainfall intensities, but also by other factors, such as the application of activators of biological 

transformation of organic matter applied to soil in 2014, the effect of which is more pronounced 

over the years. According to available data, the yield after conversion to 38% of dry matter in 

2018 was higher by 11.9%. Before harvest the backscatter values vary very little between years, 

but in 2015 the data may be affected by heavy rain before the last image was taken just before 

harvest. This phenomenon can also be seen 12.6. 2018, when heavy rain certainly affected the 
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measured data. Data on total rainfall were obtained from a hydrometeorological station 17 km 

away from the measuring point. Therefore, rainfall data may not be completely accurate. 

Evaluations of individual fertilization variants according to backscatter show that the 

polarizations of VH and VV differ in the analysis of maize. In 2015, the backscatter analysis 

incorrectly identified the fertilization variants in VV polarization. For VH, the variant with the 

highest yield was identified correctly. For 2018, the polarizations VV and VH evaluated the 

first two variants with the highest yield correctly. According to the data on yields from the 

combine harvester, the first two variants were significantly withdrawn. The other variants had 

very similar yields, here the data no longer correlate completely. 

The results could be refined if both satellites from the Sentinel-1 mission were used. Images 

taken from different satellites do not provide exactly the same information, but would halve the 

timeline interval, that is, every approximately seven days. 
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Abstract 

This article is focused on the comparison of two Membrane Patch Colorimetry (MPC) methods 

using membranes with different diameters. Test performed on bigger membrane is 

standardized. The smaller membrane is not. The main aim of this study is to find out if it is 

possible to use smaller membrane to get the same results and if so under which conditions. The 

main motivation for this change are benefits in the form of cost and time savings. 

 

Key words: deformation characteristics, mechanical, physical, properties, pressing, tangent 

curve, varnish 

 

INTRODUCTION 

Membrane patch colorimetry (MPC) is a method standardized by ASTM D7843 to determine 

the propensity for a lubricant to form varnish deposits. It is recommended to test all critical 

installations on monthly basis. The test is straightforward and can be used not only as a part of 

already existing analysis method but for rapid on-site application as well. It is suited to turbines, 

compressors and hydraulic systems. 

 

The standardized MPC test consists of the parts: 

a) Filtration is performed under prescribed conditions. The apparatus and consumables are 

defined in the standard. It includes anything from heating and storing to detailed hardware 

requirements. The mixture of 50 ml of the lubricant and equal volume of petroleum ether is 

filtered through a 0.45 μm nitrocellulose patch which is then rinsed with petroleum and dried.  

 

b) Color measurement is a process of setting the difference of the intensity and the color 

between the dried membrane and control patch. The measuring device is called 

spectrophotometer and the result is ΔE value which is then evaluated according to an MPC 

scale. 
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MPC scale is a guideline to assess lubricant´s potential for varnish formation. It has 4 levels: 

a) Good (ΔE<15), 

b) Monitor (ΔE = 15-25), 

c) Abnormal (ΔE = 25-35), 

d) Critical (ΔE >35). 

 

 

Fig. 1 MPC rating scale 

 

The higher the MPC value, the higher the amount of varnish deposits and precursors dissolved 

in the lubricant and the greater the potential for the lubricant to form harmful varnish deposits 

(EPT Clean Oil, 2016). The trend of MPC values of modern lubricants is not linear anymore 

and the degradation process tends to speed up in the very end of their lifespan. Modern oils 

have better overall performance and total life span but once the level of antioxidants decrease 

under certain level then volume of pollutants starts to increase exponentially in very short time 

frame (NOVÁK, 2013). 

 

Increment in MPC value means accumulation of dissolved oil breakdown products called 

varnish precursors (KON, 2018) produced by oxidation and thermal degradation (ALS). This 

process begins from the very first moment the lubricant is put in the machine and never stops. 

Each lubricant has its finite saturation point dependent on often changing lubricant temperature, 

pressure and flow which is basically a capacity to hold these dissolved oxidation products in 

solution. When the lubricant is fully saturated then excess breakdown products are forced from 

the fluid formatting the harmful varnish deposits. Those deposits are highly acidic and can have 

different form from soft and sticky sludges to hard and shiny varnishes (NOVÁK, 2013), (Wear 

Check, 2009). All of them has natural attraction to coat metal surfaces, reduce mechanical 

clearances, impair lubricant film, decrease equipment performance and in the worst scenario it 

can lead to machine failure in sensitive mechanical areas (EPT Clean Oil, 2016), (NOVÁK, 

2013). 
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The most often affected parts and related problems: 

- valves - jamming, 

- pumps, 

- hydromotors – slip-stick effect, 

- bearings – higher wear rate, 

- filters – shorten lifespan and clogging, 

- gears – higher wear rate, 

- cooler surfaces – lower efficiency (NOVÁK, 2013), (ALS). 

There are several advantages brought by this method in form of time and money savings: 

- less lubricants needed,and optimization of their lifespan, 

- less downtimes, 

- less missed opportunities and missed incomes, 

- more environmentally friendly approach (NOVÁK, 2013), (ALS). 

 

On today’s market it is possible to buy a smaller but not standardized device which offers the 

same advantages while keeping the buying price lower. Moreover the cost per measurement 

should be lower as well. This device follows the same methodology and principles but uses 

smaller 25 mm membrane patches and smaller volume of the mixture. The volume 

recommended by the supplier is 25 ml of lubricant and 25 ml of petroleum ether. However this 

volume doesn´t provide the same results as standardized tests. This problem rises some 

questions about its suitability and interchangeability. 

 

MATERIALS AND METHODS 

There were 9 hydraulic oil samples used in this experiment. The samples were taken from 

hydraulic machines used in leading Czech automotive company. All the tests were performed 

in the tribotechnical laboratory under supervision of certified tribodiagnostician. 

 

There were four partial objectives defined to answer the question of both methods suitability 

and interchangeability: 

 

a) To find out if the methods are interchangeable without optimization. 

b) To find out if there is direct proportion between membrane surface and MPC value. 

c) To find out what relationship is between sample volume and MPC value. 

d) To set the optimal sample volume needed to get good results on smaller membrane. 
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The first set of measurements was performed on both apparatuses. Tests done on smaller one 

were done according to recommendations from the supplier. The mixture consisted of 25 ml of 

lubricant and 25 ml of petroleum ether. Testing on bigger membrane was done in line with 

ASTM D7843 standard, namely mixture of 50 ml of lubricant and 50 ml petroleum ether. The 

main purpose was to confirm if the methods are interchangeable. 

 

Then the useful surface of membranes was measured. The useful surface is the part of 

membrane where the mixture is filtered through. The ratio between both membranes was 

calculated as a division of their useful surfaces. This ratio was compared to the average relative 

difference of results from both membranes. 

 

The process of best curve fitting was used to define the relationship between sample volume 

and MPC value. The main criteria was a value of correlation coefficient R. Prior to this the 

additional measurements with 3 different sample volumes were done (5, 10 and 15 ml of 

lubricant and the same volume of petroleum ether). Once the relationship is known then its 

equation and coefficients were used to calculate the average optimal sample volume. 

 

This optimal sample volume value was then verified with 3 different samples and compared to 

standardized procedure. The both MPC values should be as close as possible. In the end there 

are briefly mentioned the benefits of the smaller membrane taking into count the average prices 

of the materials using for both methods.  

 

 

 

 

 

 

 

 

 

 

Fig. 2 Smaller and bigger apparatuses used for measurements 
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RESULTS AND DISCUSSION 

The first set of measurements was performed on both membranes and the differences could be 

seen by the eye. Sample 186 was taken out of the experiment because the whole sample volume 

did not go through on both methods. 

 

Fig. 3 The first set of measurements performed under recommended conditions 

 

The exact values are presented in a table (Tab. 1). The average relative difference of both 

methods was 95.56 %. The methods are not interchangeable when the tests performed on 

smaller membrane are performed in line with supplier recommendations.  

 

Tab. 1 MPC results measured on both smaller and bigger membrane  

Sample 

Membrane  

Ø 25 mm 

[ΔE] 

Membrane  

Ø 47 mm 

[ΔE] 

Absolute 

difference 

[ΔE] 

Relative 

difference 

[%] 

177 9.3 5.4 3.9 72.22 

178 36.5 20.8 15.7 75.48 

179 14.6 6.5 8.1 124.62 

180 17.4 6.9 10.5 152.17 

181 36.1 20.2 15.9 78.71 

182 34.4 18.8 15.6 82.98 

183 40.8 21.0 19.8 94.29 

184 21.8 9.8 12.0 122.45 

185 13.2 8.4 4.8 57.14 

AVG - - 11.8 95.56 
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The membrane surfaces needed to be calculated to be able to decide if there is a direct 

proportion between membrane surface and MPC value. According to results in the tables (Tab. 

1 and Tab. 2) the average relative difference does not correspond with useful surface ratio. It 

indicated that there is not a direct proportion between these two parameters.  

 

Tab. 2 Membrane surface comparison 

Membrane  

Useful diameter 

[mm] 

Total surface 

[mm2] 

Useful surface  

[mm2] 

 Ø 25 mm 16 490.87 201.06 

 Ø 47 mm 35 1734.94 962.11 

Ratio 2.19 3.53 4.79 

 

To define the relationship between MPC values and sample volume additional testing with 

different sample volumes was done as shown in Tab. 3. 

 

Tab. 3 Measured MPC values and calculated optimal sample volume for each sample 

Volume 

[ml]       

  

Sample [ΔE] 

      

 

177 178 179 180 181 182 183 184 185 

5 1.5 11.0 7.5 3.6 11.6 9.6 11.8 5.3 4.0 

10 6.0 18.0 9.5 6.0 18.0 16.5 19.8 7.9 6.3 

15 8.4 26.4 11.5 9.7 23.5 21.0 29.7 12.9 8.6 

25 9.3 36.5 14.6 17.4 36.1 34.4 40.8 21.8 13.2 

50 5.4 20.8 7.9 6.9 20.2 18.8 21.0 9.8 8.4 

a 0.3634 1.2794 0.3537 0.7034 1.2183 1.2223 1.4566 0.8474 0.4600 

b 1.3029 5.3829 5.9114 0.4971 5.5486 3.5686 5.4971 0.3229 1.7000 

R 0.7907 0.9870 0.9614 0.9922 0.9994 0.9957 0.9835 0.9908 1.0000 

OPT 11.27 12.05 5.62 9.10 12.03 12.46 10.64 11.18 14.57 

 

The results were used to find the best fitting curve for all 9 samples. All 9 samples were best 

fitted with linear curve as shown in Fig. 4. The main criteria was a value of correlation 

coefficient R. The equation confidents and R coefficient are mentioned in Tab. 3.  
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Fig. 4 Measured MPC values in relation to sample volume 

 

The equations were used for a calculation of the optimal sample volume for each sample. The 

desired value for each sample was a MPC value received by standardized method done with 50 

ml of lubricant. This value is mentioned in Tab. 3.  The average optimal sample size was 10.99 

ml. This calculated value was then experimentally verified with 3 randomly chosen samples 

different from 9 samples used for in previous steps. The results are shown in Tab. 4. 

 

Tab. 4 Verification results 

Sample 

Membrane  

Ø 25 mm 

[ΔE] 

Membrane  

Ø 47 mm 

[ΔE] 

Absolute 

difference 

[ΔE] 

Relative 

difference 

[%] 

170 12.6 14.7 2.1 14.29 

171 34.4 33.1 1.3 3.93 

172 11.6 11.4 0.2 1.75 

AVG - - 1.2 6.66 

 

Results of all three samples were very similar to the standardized method. The average relative 

difference was 6.66 %. The difference was small enough to correctly assess all three samples 

to the same MPC category as the standardized method. 
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CONCLUSION 

The optimal lubricant sample volume calculated in this study is 10.99 ml. Mixed with the same 

volume of petroleum ether and filtered through 25 mm membrane it shows satisfying results in 

accuracy of smaller membrane.  

 

This solution brings benefits mainly in form of money. Taking into account the current market 

prices of consumable materials the savings from the membranes could go up to 50 % and 

savings from the lower consumption of petroleum ether up to 75 %.  

 

Other benefit is overall sample volume which makes this method more suitable for equipment 

with smaller lubricant tanks. Considering the fact that the mixture is not reusable than the whole 

method is becoming more environmentally friendly due to lower volume of the total chemical 

waste.    
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Abstract 

The aim of the experiment was to carry out a research on the tested substance MPG BOOST in 

laboratory conditions. The MPG BOOST was tested on a Škoda Fábia 1.4 MPi with 

a combustion engine. The methodology of the experiment with the selection of suitable 

measuring and evaluation devices and with the characteristics of the measured object are 

specified in the experiment. The results of the paper include the evaluation of the measured 

values. 

 

Key words: petrol engine, emissions, emission limits, testing substance, dynamometer, 

combustion engine 

 

INTRODUCTION 

At the present, environmentalist and energy industries belong to substantial problems in society 

(KOSIBA et al. 2017). Traffic has an eminent effect on generating of undesirable emissions, as 

well as energy load (MARKIEWICZ-PATALON et al. 2018). Transportation is participant in 

air pollution in the range circa up 13% to 20 %. We can therefore state, that transport sector is 

ranked among the most serious problem in term of power consumption (JABLONICKÝ et al. 

2019). The European Union had to take measures, that would have secure reducing the 

production of greenhouse gases (MARKIEWICZ-PATALON et al. 2019). The European Union 

defines emission limits for motor vehicles since 1992 (MARKIEWICZ-PATALON et al. 2018). 

To reduce emissions more effectively, standard hydrocarbon fuels should be replaced by 

alternative fuels and alternative propulsion (TOMIC et al. 2014). At the present, many 

technologies are being used to reduce emissions, including engine modifications, emission 

control devices and the use of alternative fuels (JANOŠKO et al. 2019). One of the alternatives 

for reducing emissions and improving fuel quality is to add additives (PUŠKÁR et al. 2019). 
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MATERIALS AND METHODS 

An accurate procedure for performing the tests with the testing substance has been established, 

a suitable vehicle for testing has been identified, an appropriate measurement method and 

a measuring equipment were determined. 

 

Methodology of emission measurement, simulated driving test and performance in use testing 

substance 

Measurement methodology of vehicle emission status with testing substance, alongside with 

simulated driving test were realized according to items listed below: 

1. Initial status of vehicle emission status before using of testing substance in accordance 

with the Act no. 106/2018 CA during first measurement, 

2. Measurement performance of petrol engine before application testing substance, 

3. Execution of simulated driving test before application of testing substance, 

4. Fill-up full tank container – until shutdown of fuel nozzle, 

5. Addition of the testing substance according to the specified quantity after fill-up full 

fuel tank– 15 ml, 

6. Another measurement of emission status and simulated driving test was carried out after 

driving 500 km ± 50 km, 

7. Repeating of measurement (4 times), always after driving 500 km ± 50 km, 

8. Measurement of combustion engine performance, 

9. Evaluation of results (Methodical instruction No. 32/2018, 2018). 

The above measurements were performed in the Laboratory of Bioenergy Resources. The 

measurement of the emission status will be performed in keeping with the valid legislation (Act 

no. 106/2018 Coll.). 

 

The methodology of the simulated driving test will be performed according to the proposed 

procedure, as follows: 

1. Steady speed of the vehicle – 90 km.h-1, 

2. Measurement time at steady speed – 5 min. 

3. Driving position engaged – 5, 

4. Load during the simulated driving test – 200 N. 

 

Measurement of emission status 
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Petrol engine emissions were measured by five-gas analyzer MAHA MGT 5 (Fig. 1). The 

analyzer measures contents of CO, CO2 and HC based on non-dispersive infrared absorption. 

The analyzer also measures the share of O2 and NOX by using of electrochemical cells. 

Analyzed gas is sampled by a probe from a vehicle exhaust. After that, water and combustion 

gases are separated, and they flock into the measuring chamber. 

 

Fig. 1 Five-gas analyzer MAHA MGT 5 and smoke tester MDO – 2 Lon Euro 

 

Characteristics of the testing substance 

Function of testing substance is secondary addition of motor petrol which quality defined by 

European standard. This substance influences the combustion process, increase the burning 

temperature and by that, better combustion of mixture is obtained, which decrease exhaust 

fumes emissions. Another function of testing substance is to decarbonize engine combustion 

chamber, the zone of the first pistol ring and to keep the fuel supply system clean. Combustion 

chamber of engine bestrews with microscopic layer and it does not create harmful compounds 

after decarbonization. Appropriate mixture of petrol and testing substance are shown in the 

following Tab. 1. 

 

Tab. 1 Mixing ratios of fuel and testing substance 

Fuel volume (petrol), l Dose of testing substance, ml 

23 – 40 15 

41 – 59 22 

60 – 85 29.5 

86 – 108 37 

109 – 130 44.5 
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Fig. 2 Testing substance 

 

Characteristics of the vehicle used for the measurement 

A vehicle with a kilometer reading more than 250000 km was selected for the measurement. 

Parameters of testing vehicle are listed in Tab. 2. 

 

Tab. 2 Test vehicle parameters 

Vehicle Škoda Fabia Combi 6Y 

Year of production 2002 

Engine type BBZ 

Engine cylinder capacity 1390 cm3 

Catalyzer RKAT 

Highest engine power 74.00 kW 

rpm 6000 min-1 

Maximum torque 126 N.m / 4400 min-1 

Gearbox/ number of stages MT/5 

ABS yes 

Size and type of tires 185/60 R14 82H 

Manufacturer's maximum speed 186 km.h-1 

Emission ES/EHK 1999/102A (EURO 3) 

Fuel consumption 6.7 l/100 km 

 

Dynamometer MSR MAHA 

Dynamometer MAHA MSR 500 (Fig. 3) was used to measure torque and power. 
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Fig. 3 Dynamometer MAHA MSR 500 

 

Calculation of the correction factor Ka 

When determining the correction factor Ka, the absolute temperature (T) of the induced air into 

the engine and dry atmospheric pressure (p) are measured. The parameter Ka is determined 

according to the relationships below. 

EWG 80/1269 𝐾𝑎 =
(  990 )

𝑝[𝑚𝑏𝑎𝑟]

1,2

. (
𝑇 [𝐾]

298
)0,6 (1) 

 

Where: 

Ka is correction factor, 

P is atmospheric pressure in test room expressed in mbar (1mbar = 0,001bar, 1bar = 0,1MPa), 

T is temperature of air in test room expressed in Kelvins (0°C = 273K). 

 

RESULTS AND DISCUSSION 

Mentioned vehicle has, by regulations, specified levels of emissions that are indicated by the 

manufacturer. The range of allowed values specified by the manufacturer are listed in Tab. 3. 

Measured emission values of CO, HC, O2 and CO2 are listed in Tab. 4, and also the value of 

excess-air coefficient λ without and with testing substance was established. 

Graphical waveforms of the measured emission values and the coefficient of excess-air at the 

idle speed are shown in Fig. 4 to Fig. 8. 
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Tab. 3 The range of allowed values of emissions at the idle speed (data from the manufacturer) 

Emission Minimum value Maximum value 

HC - 100 ppm 

CO2 14.5 vol.% 16 vol.% 

O2 0.1 vol.% 0.5 vol.% 

CO - 0.3 vol.% 

Lambda 0.97 1.03 

 

Tab. 4 Measured average values of emissions at the idle seed 

Idle speed CO HC Lambda O2 CO2 

Without testing substance 0.10 37 0.997 0.3 15.85 

With 

testing 

substance 

1. measurement 0.08 54 0.996 0.2 15.43 

2. measurement 0.12 52 0.994 0.16 15.50 

3. measurement 0.09 43 0.996 0.16 15.52 

4. measurement 0.12 27 0.995 0.18 15.72 

5. measurement 0.04 25 1.001 0.2 15.47 

 

At the idle speed, the CO value varied from 20% to 60% (Fig. 4). At the first measurement, it 

decreased by 20% from the original state, subsequently, in the second measurement, the 

measured value was 20% higher than before the addition of the testing substance. At the last 

measurement, the CO emission value stabilized at a value 60% lower than before the addition 

of the testing substance. The CO emissions did not overpassed the permissible value specified 

by the combustion engine manufacturer. 
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Fig. 4 Measured CO values at the idle speed 

 

HC emission values (Fig. 5) increased by 45.95% after adding the testing substance at the first 

measurement. Subsequently, they began to decline and in the third measurement they were 

increased by only 16.22% as before adding the testing substance. In the fifth measurement, the 

value of hydrocarbons was 32.43% lower than the original condition. HC emissions values did 

not exceed the permissible value specified by the combustion engine manufacturer. 

Fig. 5 Measured HC values at the idle speed 

 

For the next monitored component O2 (Fig. 6), values at the first measurement showed a 

decrease of 33.33%, in the second to third measurements, there was a decrease of 46.67% from 

the original condition. In the fourth measurement, the value was 40% lower and in the fifth 

measurement, the value was 33.33% lower before adding the testing substance. O2 emissions 

values did not exceed the permissible value specified by the combustion engine manufacturer. 
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Fig. 6 Measured O2 values at the idle speed 

 

The last component, CO2 emissions values (Fig. 7) decreased after adding the testing substance. 

In the third measurement, it was 2.08% lower than the original condition. . In the third 

measurement, it was 0.82% lower and in the last measurement, it was 2.40% lower before 

adding the testing substance. CO2 emissions values did not exceed the permissible value 

specified by the combustion engine manufacturer. 

Fig. 7 Measured O2 values at the idle speed 

 

The values of the excess-air coefficient λ gradually decreased by 0.1% at the first measurement, 

by 0.3% at the second measurement and in the third measurement, it was 0.1% lower from the 

original condition. In the last measurement, the value of excess-air coefficient increased by 

0.4% comparing the state before adding the testing substance. values of excess-air coefficient 

did not exceed the permissible value specified by the combustion engine manufacturer. 
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Fig. 8 Measured excess-air coefficient values at the idle speed 

 

After adding the testing substance and driving 2500 km, a power measurement was performed. 

When measuring the power with the testing substance, the power reached the value of 77.7 kW 

at a speed of 6380 min-1. The torque reached 128 Nm at 4390 min-1. From the measured results 

after application of the test substance, it can be stated that the testing substance has no 

significant effect on the performance parameters of the combustion engine. A comparason of 

the course of the torque and the standard power without and with the added testing substance is 

shown in Fig. 9. 
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Fig. 9 External speed characteristic of the combustion engine 

 

CONCLUSION 

The exact methodological measurement procedure was determined in the work methodology, 

which we followed. A total of 6 measurements were performed. The first measurement was 

performed before adding the testing substance and another five measurements were performed 

after adding the testing substance. During the testing of the substance, it was driven 2500 km. 

Measurements were performed in the Laboratory of Bioenergy Resources. Measurements of 

performance parameters showed that the Škoda Fábia 1.4 MPi is in good technical condition, 

however, the results also show that the testing substance does not have a significant effect on 

engine performance. After application of the test substance, we can evaluate that the measured 

values of CO emissions at the idle speed were 60% lower, hydrocarbons decreased by 32.43%, 
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O2 emissions decreased by 33.33% and carbon dioxide decreased by 2.4%. The value of the 

excess-air coefficient increased by 0.4% at the idle speed. The measured values did not exceed 

the permitted values specified by the legislation. In the simulated driving test, the specific fuel 

consumption was also assessed, which decreased by 0.23%. Testing on other vehicles would be 

needed for a more objective assessment of the MPG BOOST testing substance, which have 

driven more than 250000 km. 
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Abstract 

Battery Electric Vehicles (BEVs) have great potential to reduce fossil fuel consumption in 

relation to transport, as well as pollutant and greenhouse gas (GHG) emissions, as they can use 

electricity from renewable sources as their only energy source. The widespread use of BEVs is 

therefore seen as a positive means of alleviating environmental problems (e.g. air pollution and 

climate change) resulting from transport activities. However, the faster spread of BEVs is 

hindered by the widespread myth of the range of current BEVs and the incoherent - sparse 

network of charging stations. For this reason, the paper deals with the comparison of the actual 

BEV energy consumption of three different routes between two identical points. The route from 

Horoměřice, Prague West (Czech Republic) to Uggl, Uttendorf (Austria) was compared using 

BEV TESLA S 100D in these tests. The results showed that with an 87% share of the motorway, 

the total distance travelled and energy consumption were the highest, the total time was the 

shortest and the time spent by charging was the longest. 

 

Key words: Battery electric vehicles, energy conception, landscape relief, geoinformatics 

 

INTRODUCTION 

Information on theoretical calculations of BEV energy consumption under various conditions 

is available in the literature. For example, acceleration was studied by Yao et al. (2014), 

deceleration (possibility of recuperation - recharging) by Genikomsakis and Mitrentsis (2017), 

speed by Fiori, Ahn and Rakha (2016), road slope, climatic conditions by Kambly and Bradley 

(2015). Information on measuring actual BEV energy consumption in cities, including various 

climatic conditions, is also available in the literature, i.e. Yuan et al. (2017) or Zhang et al. 

(2020). However, there is little information available on the behaviour of BEVs at different 
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pathways between two targets. That is why the main aim of this article was to study energy 

consumption of BEV that travelled the route between two identical points by three different 

routes. 

 

MATERIALS AND METHODS 

BEV TESLA S 100D was used for the tests. Electricity consumption according to the NDEC 

methodology cycle is 189 Wh.km-1, which results in a total range of 529 km with a battery 

capacity of 100 kWh. The tests covered a total of 12792 km. Experimental routes between the 

two points, Horoměřice, Prague West (Czech Republic) and Uggl, Uttendorf (Austria) were 

created based on the share of road classes. 

1st route: Horoměřice, motorway D7, D0 (city ring road), D5 direction Rozvadov, A93 Munich, 

Rossenheim, Kufstein and then on 1st class roads via Kitzbuhel and Mittersill to Uggl. Total 

distance travelled 562 km, of which on motorways 490 km, on 1st and 2nd class roads 82 km.  

2nd route: Horomerice, motorway D7, D0 (city ring road), D5 direction Pilsen, road no. 26 

direction Folmava, Germany B20, A94 Muhldorf, Austria A8, St. Johann in Tirol and Kitzbuhel 

to Uggl. Total distance travelled 477 km, of which on motorways 110 km, on 1st and 2nd class 

roads 367 km. 

3rd route: Horoměřice, motorway D7, D0 (city ring road), D4 direction Písek, E49 České 

Budějovice, E55 Dolní Dvořiště, Austria A7 Linz, A1 Salzburg and No. 311 Zell am See to 

Uggl. Total distance travelled 511 km, of which on motorways 286 km, on 1st and 2nd class 

roads 225 km. 

The following data were collected at the beginning, during and at the end of the tests: Date, 

Route type, Vehicle type, Number of passengers, Load in kg (including persons), Starting point, 

Target point, Initial state of the battery [kWh], Transit points, Data recording time [h], Mileage 

[km], Outdoor temperature [°C], Internal temperature [°C], Sunny, Cloudy, Rain, Snowfall, 

Icing, Steering wheel heater, Seat heating, Heated front window, Heated rear window, Washer 

heating, Air conditioning, Communication class, Energy consumption [Wh.km-1]. Recording 

climatic conditions in and out of the vehicle was important for objective evaluation by 

comparing route types under approximately climatically identical conditions. 
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RESULTS AND DISCUSSION 

Results were calculated from the recorded data. Obtained results are presented in Table 1. The 

results for each of the routes were always calculated as the averages of two measurements. 

Tab. 1. Results calculated from three experimental routes. 

Variables of the routes 1st route 2nd route 3rd route 

Total distance [km] 562 477 511 

Motorways [km] 490 110 286 

1st and 2nd class roads [km] 82 367 225 

Share of motorways [%] 87 23 56 

Total travel time [hours] 7.2 7.7 7.7 

Driving time [hours] 5.5 6.6 6.3 

Average speed [km.h-1] 102.2 72.6 81.1 

Max. speed 177.4 149.7 147.3 

Total consumption [kWh] 145 106.5 102.5 

Average consumption [Wh.km-1] 257.8 223.3 200.5 

Number of recharges [-] 3 2 2 

Total charging time [h] 1.7 1.1 1.4 

Energy at start of the journey [kWh] 55 97.5 54.5 

Energy at end of the journey [kWh] 33.6 66 68.5 

Altitude gained [m a.s.l.] 3557 3886 3246 

Altitude lost [m a.s.l.] 3926 3404 3731 

 

From the results shown in Table 1, it is clear that on the 1st route with an 87% share of the 

motorway, the total observed travelled distance and energy consumption was the highest, the 

total time necessary for reaching end point of the route was the shortest and the time spent by 

charging BEV batteries was the longest. In the contrary, with a 23% share of the motorway (2nd 

route), the total distance travelled was the shortest and the time spent recharging is also the 

shortest. However, the total travel time, including recharging the BEV batteries, was longer. 

Interesting results were found on the 3rd route with a share of motorways of 56%. It was the 

most energy efficient route. In comparison with the 1st route, total travel time was about 7% 

longer, but average energy consumption to 1 km was about 22% lower. Total travel time was 

the same as in the case of 2nd route, nevertheless, average energy consumption to 1 km of the 

route was 10% lower, although the average speed of the 3rd route was higher than the 2nd route. 

As a possible explanation for this finding, it can be deduced from other measured data that this 

was due primarily to the different relief of the two routes. In the case of 2nd route, altitude gained 

in meters above sea level was 3886 but in the case of 3rd route it was 3246 m a.s.l. only and in 
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contrary, in the case of 2nd route altitude lost was 3404 m a.s.l. only in comparison with 3731 

m a.s.l. of 3rd route. From this consideration, based on the measured data, it can be deduced that 

the relief of the route itself can have a significant effect on the energy consumption of BEV and 

this should be taken into account when planning the energy-optimal route. Geoinformatics tools 

can help significantly in planning such a route. 

 

CONCLUSION 

From three different experimental routes between the same two points passed by BEV under 

similar weather conditions it was found that in addition to the share of motorways and cruising 

speed, the relief of the route can also have a significant effect on the optimization of BEV 

energy consumption. This finding is important for planning the optimal route. This can increase 

market acceptance of BEVs and reduce greenhouse gas emissions from route transport. 

Geoinformatics can help significantly in this process. 
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Abstract 

This article is focused on the research of the influence of different thickness of cutting knives 

in the area of chipless cutting of woody plants. Chipless wood cutting is defined as the 

penetration of a cutting tool into the wood in a direction perpendicular to the growth of fibers. 

The task of the article is to follow the course of the magnitude of the cutting force required for 

the division of samples from different woody plants in a direction perpendicular to the growth 

of tree fibers. The measurement was performed on wood samples from spruce (Picea abies), 

beech (Fagus sylvatica) and willow (Salix caprea). For the measurement, flat single-acting 

cutting knives of the same material were used, with the same cutting edge but with different 

knife thicknesses (6 mm, 8 mm and 10 mm). The measurement was performed on a hydraulic 

stand to maintain the cutting kinematics. The results from the measured data were processed by 

the statistical software STATISTICA 12. From the results of measurements it was found that 

in the process of chipless felling of woods, is the most advantageous use a knife with 10 mm 

thickness 

 

Key words: chipless cutting, chipless cutting head, cuting knives, knife thickness analysis. 

 

INTRODUCTION 

There is a very rapid development of science and especially technology in the world, which is 

also related to the development of production, which results in an increasingly intensive 

extraction of natural resources. To ensure rational forest management, it is necessary to use 

more and more modern techniques of wood felling, which would bring with them less waste 

generation when cutting trees are. One of the possible solutions is the use of chipless wood 

cutting in the actual harvesting of fast-growing wood  (Kováč et al., 2017). Chipless wood 

cutting in the forestry process is mainly used in machines intended for machine delimbing of 

trees. Increasingly,  chipless wood cutting is used in the form of chipless cutting heads in single-

operating machines. The author discussed the construction, advantages of use and modeling of 

cutting processes using cutting heads (Hatton et al., 2015, Hatton et al., 2017).In comparison 
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with the current state of equipment and machines used in forest management, there is an 

increasing emphasis on the use of light machines and adapters for base machines, which can 

reduce the pressure on the soil (Suchomel et al., 2012, Cavalli et al., 2014 ). The importance 

and justification of the solution of the given issue clearly follows from the above. The transverse 

division of wood with a knife is based on the ability of the wood to deform. The wood shows a 

relatively low resistance to deformation when the wedge is pushed into it. When the cutting 

tool is pressed into the wood, the cutting edge breaks the bonds between the fibers, while no 

waste chips are formed and the cutting joint is equal to zero (Marko and Holík, 2000). An 

illustration of the basic scheme of chipless cutting with a single-acting flat knife is shown in 

(Fig. 1).  

 

 

Fig. 1 Scheme of chipless wood cutting (Krilek et al., 2018) 

β- angle of the cutting wedge 

 

 

The principle of the chipless cutting head is based on pushing the cutting wedge (cutting tool) 

into the trunk in a direction perpendicular to the growth of the tree fibers. Very often, this 

principle is used when splitting wood is, but with the difference in splitting wood kinematic. In 

wood splitting is cutting wedge pushed into the trunk in a direction parallel to the growth of the 

tree fibers. With the chipless cutting method, no waste chips are formed. 

 

MATERIALS AND METHODS 

The whole course of laboratory measurements was carried out on the hydraulic stand of the 

KELT department in the TUZVO workshop. All measuring devices were used from the 

available stocks of the Faculty of Technology of the Technical University in Zvolen (Barcík et 

al., 2016). Cutting knives with different thicknesses were gradually attached to the stand. As 
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far as laboratory conditions are concerned, the size of the cutting knives was smaller in 

comparison with the cutting knives used for chipless cutting heads.  

 

 

Fig. 2 Schematic of measuring device  

1-sample material, 2-cutting knife, 3-line hydraulic motor, 4-beam, 5-strain force sensor, 6-

hydrogenerator, 7-stroke control of the hydraulic cylinder piston, 8-measuring control panel, 

9-PC evaluation device, 10- path sensor. 

 

 

The process of chipless cutting of woods in the direction perpendicular to the growth of fibers 

will provide a rectilinear hydraulic motor (3), which is placed on the beam (4) and will be driven 

by the pressure of the liquid from the hydrogenerator (6). The direction of movement of the 

piston rod of the linear hydraulic motor is secured from the control panel (7). To ensure the 

correct cutting kinematics, the rectilinear hydraulic motor will push the wood (1) into the 

cutting knife (2). The entire chipless cutting process will be recorded using the QUANTUM 

MX840 (8). During the chipless cutting process, the force will be monitored depending on the 

path of the piston rod. The force will be recorded indirectly due to the deformations of the piston 

rod of the rectilinear hydraulic motor by means of a strain gauge force sensor (5). Thanks to the 

path sensor (10), it will be possible to monitor the course of the measured force depending on 

the depth of penetration of the cutting knife into the wood. The whole experimental 

measurement will be evaluated in PC (9). 

 

When wood samples are cutting with a flat single-acting knife, the cutting force can be defined 

from the following formulas: 
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𝐹𝑐 =  𝐹𝑁 + 𝐹𝐷 + 𝐹𝐶𝐻 + 𝐹Č = 30.032 + 17.73 + 0.075 + 2.18 = 20[𝑘𝑁]                (1) 

where: 

FN - force of cutting the fibers by the cutting edge of the knife [kN], 

FD - deformation force of wood at the front of the knife) [kN], 

FCH– force to overcome the resistance on the back of the knife [kN], 

FČ - force to overcome the resistance on the knife face [kN]. 

 

Calculation of the force at the outlet of the hydraulic cylinder: 

 

𝐹 = 𝑃. 𝑆 = 16 000 000 ∙ 0.005 = 80 [kN]                                                                          (2) 

where : 

F- force [N], 

p - working pressure of the hydraulic cylinder [MPa] 

S - drilling area of the hydraulic cylinder [m2]. 

 

Chipless cutting knife.  

The most important part of a chipless cutting head is the cutting knife. The advantage of such 

cutting heads is mainly the simple construction of the cutting mechanism in contrast to harvester 

heads, where the cutting mechanism represents a set of hydraulic motors together with a cutting 

chain. Older types of cutting harvester heads used the principle of the circular for cutting and 

thus the rotation of the toothed saw blade around its axis (Kováč et al., 2014). In the 

experimental measurement, 6mm, 8mm and 10mm thick cutting knives were used, but the shape 

of the cutting edge and the material of the knife were always the same. However, as found in 

previous studies, the use of a cutting knife with a cutting edge angle of 30 ° is most preferred 

(Marko, 1996, Johansson, 1996) and therefore all cutting knives used will have this cutting edge 

angle. 

 

Tab. 1 Technical parameters of chipless cutting knives 

 

Nr. Knife thickness s (mm) Cutting wedge angle β (°) Cutting edge shape 

1 6 30 Straight line 

2 8 30 Straight line 

3 10 30 Straight line  
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Fig. 3 Model and geometry of a single-acting flat cutting knife  

s- knife thickness, β- cutting wedge angle 

 

Steel 19 191 (STN 41 9191) or DIN C105W1 (SLAVIA STEEL s.r.o, 979 01 Rimavská Sobota 

Slovakia) was used for cutting knives. Steel 19 191 is suitable for smaller-shaped cutting tools 

for wood, rubber, and plastics. The mechanical properties of steel are described in Table 1 

(Leinveber and Vavra 2011). Steel 19 191 is suitable for use in mowing machines but also for 

use in the cutting process due to high hardness and wear resistance (Ťavodová and Kalincová 

2018). 

 

Tab. 2 Mechanical properties of DIN C105W1 steel.  

 
Quantity Value Unit 

Young's modulus 200000 - 200000 MPa 

Tensile strength 650 - 880 MPa 

Elongation 8 - 25 % 

Fatigue 275 - 275 MPa 

Yield strength 350 - 550 MPa 

 

 

The measurement was performed on wood samples from spruce (Picea abies), beech (Fagus 

sylvatica) and willow (Salix caprea) . 
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RESULTS AND DISCUSSION 

The criteria used for the analysis was the maximum force required to cut the wood sample in a 

direction perpendicular to the growth of the tree fibers. For each tree sample, a graph of 95% 

confidence interval for mean values of cutting force depending on knife thickness was produced 

separately where it was possible to separately observe the amount of cutting force for each 

cutting knife thickness. A similar measurement theory was used by Kováč et al. (2014), Kováč 

(2002), Kuvik et al. (2018), Kuvik et al (2017) and Krilek et al. (2015). 
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Fig. 4 Graph of 95% confidence intervals for mean values of cutting force depending on knife 

thickness 

 

In Fig. 4 it is possible to see an increasing cutting force due to a change in the thickness of the 

cutting knives. The greatest force was recorded with a 10mm thick cutting knife. A more 

detailed view of the issue is shown in Fig. 5. 
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Fig. 5 Graph of 95% confidence intervals for mean values of cutting force depending on knife 

thickness for spruce, beech and willow wood. 

 

 

Fig. 5 shows the dependence of the knife thickness and the type of wood on the size of the 

cutting force. It can be clearly stated from the graph that the greatest cutting force was achieved 

with a 10 mm thick cutting knife for all wood types. On the contrary, the lowest cutting force 

was always achieved with a 6mm thick cutting knife. Despite the fact that the cutting force was 

at least with the 6 mm thick knife, the use for cutting in the process of chipless felling is 

inappropriate from the point of view of the material strength of the knife. As the difference in 

the size of the cutting force between the thickness of the knives of 8 mm and 10 mm for spruce 

and beech woods was minimal and statistically insignificant, it is advantageous from the point 

of view of material safety to use knives of thickness 10 mm. 

 

CONCLUSION 

Recently, when great emphasis is placed on the protection of the environment, the method of 

wood chipless cutting comes to the forefront. The purpose of this article was to determine the 

effect of the thickness of the cutting knife on the amount of cutting force required to cut the 

sample in a direction perpendicular to the fiber growth. Different wood samples with the 

different size were used for the experiment. From this analysis and experimental measurement, 
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it has been shown that varying thickness of the cutting knife has a statistically significant effect 

on the size of the cutting force. The size of this cutting force is always different with the above-

mentioned tree species. From the results of experimental measurement, it can be argued that for 

chipless wood cutting of spruce, beech or willow It is best to use a 10 mm knife. 
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Abstract 

High temperature during the summer makes heat load on cattle which could cause heat stress 

with a negative impact on the health and production mainly of dairy cows. This can be detected 

by observing microclimatic parameters like temperature and humidity. The thermal humidity 

index (THI) is most often used to detect heat load in cows, but this index does not consider the 

climatic factor as the speed of air flow. Heat Load Index (HLI) considering not only temperature 

and relative humidity but also the air flow rate. In our experiment, we have measured air 

temperature and relative humidity in the barn to calculate the THI index in animal buildings 

and the air flow rate, to calculate the HLI index. We compared these results with the 

recommended values. We found that the THI (ranged from 82 to 85) and LHI (ranged from 81 

to 87) values were out of the limit, although the air exchange was intensified by installing fans 

with a capacity of 15 000 m3.h-1. We have concluded that there is a need to increase the 

efficiency of ventilation and change the direction of the air to flow to the animal zone. 

Key words: cattle, heat load, temperature – humidity index, cooling. 

INTRODUCTION 

 

In the last decades, climate change has become a serious issue. Global temperature rises from 

year to year. Compared to 2010, the worldwide average temperature can rise by 1.1 – 6.4 °C in 

2100 (SHEIKH et al., 2017). Global warming has a negative impact on livestock production 

because hot weather causes heat load on dairy cows followed by heat stress. Many scientific 

studies have shown that heat stress has a significant effect on dairy cow’s health and production 

(BERMAN, 2005, BROUČEK et al., 2007, ZIMBELMAN et al., 2009). Heat stress in dairy 

cows adversely affects reduced milk production, reduced animal reproduction, reduced growth 

of young animals, changes in animal behaviour, worsening of animal health and welfare 

(POGRAN et al., 2011). In southern regions, animals are frequently exposed to high 

temperatures for more than 5 months a year (DOLEŽAL et al., 2010). STRAPÁK et al. (2013), 
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claimed that the microclimatic parameters in barns are determined mostly by the farmer. 

Shielding, ventilation and soaking are some of the basic cooling systems which can reduce the 

effects of heat stress (POGRAN, et al., 2011). The level of thermal load in dairy farms can be 

estimated by monitoring of some weather conditions like temperature, humidity, air flow rate, 

and sunlight (BRANDL, 2018). During the summer heat days, the dairy cows suffer and 

therefore it is necessary to estimate when period of heat load begins (BERMAN, 2005). 

Temperature and relative humidity are the significant climatological factors in assessing the 

welfare of cows in summer. To detect heat stress in cattle, farmers most often use the THI table, 

which demonstrates the level of heat load (ARMSTRONG, 1994). Thermal - humidity index 

(THI) combines relative humidity and temperature into one value. In the case of dairy cows, it 

is usually considered stressful when the THI exceeds 72. If the THI value is above this level, it 

can be expected that this will be unpleasant for cows (BROUK et al., 2003). The table below is 

used as a guideline for cattle breeders, where: THI <71 is value considered as a thermal comfort 

zone, 72 <THI <79 as mild heat stress, 80 <THI < 90 as moderate heat stress and THI> 90 as 

severe heat stress (ARMSTRONG, 1994). Thermal - humidity index is shown in Fig. 1. THI 

shows the relationship of temperature and humidity. But does not consider airflow velocity and 

solar radiation. Dairy cows are usually kept in open buildings and therefore sunlight and air 

velocity have a great influence on the microclimate in barns (BRANDL, 2018). Heat Load 

Index (HLI) considering not only temperature and relative humidity but also the air flow rate. 

According to the determined HLI value, the indoor environment can be divided into four 

categories: thermoneutral zone HLI  70, heat zone HLI = 70.1 – 77, area of hot environment 

HLI = 77.1 – 86, area of very hot environment HLI  86 (POGRAN et al., 2011). When 

evaluating the microclimate, it is necessary to consider that the temperature in barns can differ 

significantly from the outside temperature. SCHÜLLER (2013) compared to climatic 

conditions of seven dairy farms with the climate recorded at the nearest official weather station. 

The ambient temperature, relative humidity, and THI were compared in each barn. The results 

showed that the measured temperature values in barns were different to those obtained from the 

nearest weather stations. The conclusion of the study indicated that in assessing heat stress in 

dairy cows, microclimatic air parameters should be observed directly in the barn. This article is 

an example of work in one barn, which specifies the methodological procedures and methods 

on which we will proceed in our research. In the PhD study, we would like to continue in this 

issue. 
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Fig. 1 The temperature and humidity index (Armstrong, 1994) 

 

MATERIALS AND METHODS 

The aim of the research was to measure microclimatic parameters, such as air temperature, 

relative humidity, and air flow rate, in barn for dairy cows during the summer. Based on the 

measured data, we evaluated the behaviour of the indoor microclimate for barn through the THI 

and LHI quality assessment indices. The measurement took place at the end of June 2019 on an 

experimental farm. There are three identical barns on the farm, of which the one closest to the 

milking parlour is called barn 1. We tested the effect of a new building layout and technological 

equipment. The barn 1 is with natural ventilation, partially supported by forced ventilation. 
The barn 1 underwent a partial reconstruction in 2019. The roof was rebuilt, where continuous 

ridge slot with deflectors was installed. The walls in barn 1 also underwent a partial 

reconstruction, where the solid walls along with a little non-opening windows were replaced by 

3 gate openings measuring 2 m x 2 m and 32 window free openings measuring 0.9 m x 0.9 m 
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on both sides of the barn. In the barn 16 basket fans: model VS36DFA, diameter 91 cm, 

electrical input 0.375 kW transported air volume 15 000 m3/h, single-phase motor 230 V have 

been installed there. For measurement purpose we divided the barn space into two section, A 

and B (Fig. 2). Twelve measurement positions were set in each section (Fig. 3). The number of 

measuring points were chosen based on the layout of the barn. We performed the measurement 

with the ALMEMO 2590-4S device. We measured on an outpatient basis at 2-minute intervals. 

The ALMEMO 2590-4S measures air temperature, relative humidity, and air velocity. 

Accessories used: FHAD 46 - 2 probe humidity measurement with a range of 0 - 100% of the 

anemometric probe FVAD 35 TH4 with a range from 0.05 m/s-1 to 2.00 m/s-1. We measured in 

the animal's life zone, at a height of 0.5 m in resting area and 1.2 m above the floor in moving 

and feeding area. The height of 0.5 m is the level of the animal's head when cow lying down, 

and the height is 12 m the level of the head when the animal is standing. From the measured 

data, we calculated the quality index of the evaluation of the indoor environment THI and HLI 

and then created a graphical representation of the behaviour of the indoor microclimate at 

individual locations in barn. 

 

Fig. 2 Scheme of barn by sections A and B Objekt è. 1 - dolný
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Fig. 3 Cross section of the barn 
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THI equation (National Research Council) for cattle is shown in equation (1) 

 

   )268,1()0055,055,0(328,1  TTTHI 
                                                        (1) 

Where:        φ   - relative humidity, % 

                   T    - temperature, °C                                                                 (Pogran et al., 2011) 

HLI equation for cattle is shown in equation (2) 

       2v.0,00011,0 4,0ln.82,0.3,1.26,01,34  vHLI BGTBGT                                         (2)      

Where:         φ    - relative humidity, % 

                  θBGT - temperature measured with a ball thermometer, °C 

                   v     - air flow rate, m.s-1                                                            (Pogran et al., 2011) 

 

      5,31log.21,3.65,2.33,1  rBGT
iaia                                                       (3) 

Where:         θai  - temperature, °C 

                     r   - solar radiation, MJ.m-2 

                     v  - air flow rate, m.s-1                                                              

 

      v2,4

25BG .55,0.55,1.38,062,8 

  evBGTHLI   

    vBGTHLI  .3,1.28,066,1025BG                                                (Pogran et al., 2011) 

 

 

 

RESULTS AND DISCUSSION 

The results of the measured values of air temperature, relative humidity, air flow, THI and LHI 

in the barn 1 from sections A and B are shown in Fig. 4, 5, 6, 7, 8 and in the Tab. 1.  

Resulting values of air temperature at measuring points (Fig. 3). Both the lowest daily air 

temperatures (31.84 °C) and the highest air temperatures (33.48 °C) were found in section A 

(Fig. 4). The given calculations show that the average air temperatures ranged from 32.58 °C 

to 32.79 °C, while the recommended air temperature for dairy cows is from 16 °C to 22 °C. 
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Fig. 4 Measurement results of air temperature in barn 1 

 

Resulting values of relative humidity at measuring points (Fig. 3). Both the lowest relative 

humidity (54.33 %) and the highest relative humidity (62.65 %) were found in section A (Fig. 

5). The average values of relative humidity ranged from 58.09 % to 56.27 %, while the 

recommended relative humidity for dairy cows is from 50 % to 70 %.  

 

Fig. 5 Measurement results of relative humidity in barn 1 

Resulting values of air flow rate at measuring points (Fig. 3). The lowest flow velocity was 

measured in section A, 0.21 m.s-1 and the highest air flow velocity was measured in section B, 

1.77 m.s-1. The average values of the air flow rate ranged from 0.51 m.s-1 to 0.80 m.s-1 (Fig. 3). 
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Fig. 6 Measurement results of air flow rate in barn 1 

 

THI values in barn, ranged from 82 to 85. The given results show that the THI results in barn 1 

significantly exceed the set THI limit of 72 (Fig. 7). 

 

Fig. 7 Results of the calculation Thermal – humidity index in barn 1 

HLI values ranged from 81 to 87. The given results show that the results of HLI in barn 1, 

significantly exceed the set limit HLI of  70 (Fig. 8). 
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Fig. 8 Results of the calculation Heat load index in barn 1 

Tab. 1 Results of measuring of climatic parameters 

 Section A Section B 

Air temperature   

AVG 32.79 32.58 

min 31.84 32.13 

max 33.48 33.04 

STDEV.S 0.53 0.33 

Relative humidity   

AVG 58.09 56.27 

min 54.33 55.81 

max 62.65 56.70 

STDEV.S 2.47 0.32 

Air flow rate   

AVG 0.51 0.80 

min 0.30 0.41 

max 1.54 1.77 

STDEV.S 0.34 0.43 

THI   

AVG 83 83 

min 82 82 

max 85 83 

STDEV.S 0.77 0.42 

HLI   

AVG 85 84 

min 82 81 

max 87 86 

STDEV.S 1.83 1.82 
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CONCLUSION 

Despite the fact that considerable funds were invested in experimental barn 1, to improve the 

quality of the environment, the results of the THI and LHI did not show a demonstrable 

improvement in air quality in the barn and this reconstruction did not have a sufficient effective 

benefit. We found, that during hot summer days, THI and LHI were highly above the limit 

athough air exchange through the installation of fans with a capacity of 15 000 m3.h-1, has been 

intensified. This we conclude that it is necessary to pay attention to direct the flow of air to the 

animal zone and increase the performance of ventilation. Besides a collection and evaluation of 

data, mentioned above, this work has served also to examine and to improve measurement 

procedure for other experiments of my PhD study dealing with technological solutions to 

minimize heat load of dairy cows.  
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Abstract 

We have recently developed a unique monitoring system for photovoltaic power plants and 

have gradually improved it in recent years. The system is installed at about 80 power plants in 

several European countries and at one power plant in Chile. We collect and evaluate all data in 

our laboratory. In this paper we describe the unique design of three photovoltaic power plants 

and we present the evaluated data. 

 

Key words: Photovoltaics, PV power plant, data monitoring 

 

INTRODUCTION 

The amount of electricity generated is significantly influenced by the design of the photovoltaic 

(PV) power plant and its location. Monitoring data from PV systems is important for the 

operator. For example, the works [1,2] talk about monitoring data from PV power plants. We 

have also developed our own monitoring system Solarmon-2.0 [3], which is already installed 

on about 80 PV power plants in the Czech Republic and abroad (Romania, Slovakia, Hungary, 

Chile). Data are continuously collected and evaluated and some results have already been 

published in previous works [4]. We compare our data with predicted values according to the 

internationally used internet application Photovoltaic Geographical Information System [5] 

(https://re.jrc.ec.europa.eu/pvg_tools/en/tools.html). This application predicts the expected 

values of electricity generated according to the location and the basic design of the PV power 

plant. 

 

MATERIALS AND METHODS 

The PV system in Cuz Cuz in Chile (see Fig. 1) is installed in a subtropical half-desert area in 

a location with excellent solar conditions. Its coordinates are 31.66° S, 71.22° W, altitude 

275 m. Chinese BYD PV panels based on polycrystalline silicon with a nominal output power 
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of 305 Wp, type P6C-36, were used. The nominal output power of the whole PV system is about 

3000 kWp. The tracking axes are oriented horizontally in the north-south direction. 

 

 

Fig. 1  PV system in Cuz Cuz (Chile), advanced construction with tracking stands of PV 

panels with horizontal tracking axis. 

 

 

Fig. 2  PV system in Prague (Czech Republic) with standard construction with fixed stand of 

PV panels inclined to the south at an angle of 35°. 
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The PV system in Prague-Suchdol (see Fig. 2) is installed on the roof of our Faculty of 

Engineering. Its coordinates are 50,13° N, 14,37° E, altitude 280 m. PV panels Renesola, 

GmbH of German production based on polycrystalline silicon with a nominal output of 260 Wp, 

type JC 260M-24/Bb were used. The PV system has a standard construction with fixed PV 

panels inclined to the south at the angle of 35°. The nominal output power of the whole PV 

system is about 10 kWp. 

 

 

Fig. 3  PV system in Prague (Czech Republic) with standard construction with PV panels laid 

horizontally without supporting stands. 

 

The PV system in Prague-Vršovice (see Fig. 3) is located approximately 10 km from Prague-

Suchdol, so it is in a location with similar solar conditions. Flexible waterproof PV foils 

VAEPLAN V Solar 432 with a nominal power of 432 Wp were used for the construction. They 

lie nearly horizontally on the roof of a football stadium without supporting stands. A total of 

1040 foils are connected to eight independent sections and these are connected to eight merge 

switchboards. 26 strings are connected into each switchboard and each string consists of 5 PV 

foils. The total nominal output power of the PV power plant is therefore approximately 

449 kWp.  

All these PV systems are connected to the AC grid via DC/AC inverters. PV systems are 

connected to our above-mentioned Solarmon-2.0 monitoring system. Data collection and 
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evaluation takes place in our laboratory. For better comparison, the values of generated 

electricity are calculated per 1 kWp of installed nominal power. 

 

RESULTS AND DISCUSSION 

Fig. 4 shows the amount of electricity produced in said PV systems during one year. The values 

are given by months and for the whole year. In the southern hemisphere of Cuz Cuz, the seasons 

of the summer and winter are opposite to that of Europe, so there are the highest values of 

electricity produced in December and January and the lowest values are in May and June. It can 

be also seen that the total annual value of the generated electricity (2043 kWh.kWp-1.year-1) in 

Cuz Cuz is almost double compared to the PV system in Prague-Suchdol with fixed PV panels 

inclined to the south at an optimal angle (1145 kWh.kWp-1.year-1). And the value is nearly triple 

compared to the PV system in Prague-Vršovice with fixed PV panels placed horizontally (746 

kWh.kWp-1.year-1). 

 

 

Fig. 4  The amount of electricity produced in the said PV systems during one year. 

 

The high value of electricity generated in Cuz Cuz is certainly related to the location with 

excellent solar conditions as well as to the advanced design of the PV system with tracking 

stands of PV panels. In the half-desert region, PV panels are often dusty with desert dust, but 

still the value of the electricity generated is high. It can also be seen that in subtropical locations 

the percentage differences between these values between summer and winter months are 
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smaller than in Central Europe. Sun tracking racks of PV panels can increase the annual value 

of generated electricity by up to 30% [6]. 

In the case of PV systems installed in Prague, the values of electricity generated correspond to 

the values according to the above-mentioned and internationally used internet application 

Photovoltaic Geographical Information System [5]. In the case of a PV system in Prague-

Suchdol, the actual annual value is slightly higher than expected (1145 kWh.kWp-1.year-1 

versus 1015 kWh.kWp-1.year-1), which can be explained by high-quality PV panels with high 

efficiency of energy conversion. In the case of the PV system in Prague-Vršovice, the actual 

annual value is slightly lower than expected (746 kWh.kWp-1.year-1 as opposed to 850 

kWh.kWp-1.year-1). This we have seen in the previous work (Libra et al., 2016) and it was 

explained by the dusty environment near the railway track and by a slight rounding of the roof, 

where all PV panels are not completely horizontal. 

 

CONCLUSION 

In this paper, we compared and discussed the evaluated data from power plants in locations 

with very different solar conditions. The location in the half-desert area in northern Chile is, 

according to all forecasts, one of the places with excellent solar conditions, as confirmed by our 

data. 

Sun tracking stands slightly increase the amount of electrical energy produced, but at higher 

latitudes they must have an inclined polar axis. The individual racks must be set apart from each 

other so that they do not shield each other. In this way, however, the use of the area of the PV 

power plant is reduced and the price of the area is high in Central Europe. Conversely, in 

subtropical half-desert regions, the rotational axis can be oriented horizontally, thereby 

minimizing shielding. In addition, the price of the power plant area is lower. 

In densely populated areas of Central Europe, we recommend installing PV systems on roofs 

and facades of buildings and not on farmland. In the desert and half-desert areas, installation 

on open areas is also suitable with regard to the lower price of the PV power plant area. 
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Abstract 

The non-standard use of 3D printing technology was used during the Covid19 pandemic. This 

new situation brought the need to address completely new procedures for the application of 

printed protective equipment. The subject of the solution was the design of a suitable design of 

the protective mask, the use of a suitable material and the method of disinfecting the surface of 

the mask. Due to mass production, it was necessary to optimize the printing time. The concept 

became very successful on social networks, we actively working with feedbacks. The masks 

were used at a later stage by the general public and were also distributed to hospitals. The result 

is a proven concept that is being prepared for mass injection production (by injection). 

 

Key words: 3D printing, covid19 mask, pandemie, filament, filters, desifection   

 

INTRODUCTION 

 

With the development of additive production technologies in rapid prototyping area, small-

scale production of functional products from 3D printers is beginning to be applied to a lesser 

extent. The widest expansion was in the field of continuous application of molten plastic (FFF 

method).  

It is therefore reasonable to propose a successful adaptation of 3D printing technologies to the 

materials used, which could allow a simple way of producing printing with suitable material 

properties with lower production costs and a high degree of automation. Because it is possible 

to precisely place the reinforced structure of the composite parts in each layer, it is possible to 

obtain innumerable possibilities for designing the optimization of individual parameters of the 

printed object. Recently, new application possibilities have opened up, both in the personal 

production market and in the production of light parts for industry (Basgul et al., 2020). 

 

Towards the end of 2019, COVID-19 began to spread, challenging the need for health 

protection needs around the world. The basic measures were, in particular, the observance of 
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strict hygienic measures, the wearing of protective veils and social distancing. However, 

according to the guidelines of the World Health Organization (WHO), protective equipment 

was necessary for all healthcare providers, especially effective face masks with at least 

a protective FFP2, especially for doctors, nurses, dentists and other health professionals. The 

problem was the acute lack of these protective masks. Thus, an effort has been made to engage 

with 3D mask concepts that could effectively replace existing masks on the market and could 

be reused (Swennen et al., 2020). The advantage of synthetic polymeric materials is easy 

availability and cost-effectiveness. The cost of a 3D printer varies, but is a good investment as 

a supplement to work, healthcare organizations or, in the event of an emergency, to the home, 

helping to produce protective equipment for healthcare professionals and all people facing the 

COVID 19 pandemic in the first line (Ishack & Lipner, 2020).    

    

MATERIALS AND METHODS 

Design 

The design was created in the program Trimble Sketchup Pro. Compared to other masks, which 

were designed with an insufficient filter area, emphasis was placed on the largest possible filter 

area, due to the comfortable breathing of the mask user. The design was intended for the 

simplest possible production on the most widespread home 3D printers. A simple filter 

replacement procedure was designed regardless of the selected type and purpose of the filter 

element. From the point of view of design, the mask is designed as a universal protective aid, 

which consists of three printed pieces. 

 

Material 

The mask is designed for printing from PET G, ABS, PLA and ASA. Filter material: Perlan, 

nanofiber (), antibacterial filters for vacuum cleaners. Filtration capacity more than 95%. 

 

Printing 

The design of the mask is designed for printing on conventional FFF printers with a print layer 

of 0.25 mm, which should be sufficient. 

 

The first model of the designed mask works as a better veil, but does not replace a respirator. It 

is washable (alcohol). The filters were chosen antibacterial, commonly used in vacuum 

cleaners, which is good to change often. The mask is not for all-day wear, only for short-term 

(trade, refueling etc.). PETG was recommended as the printing material, printing with a layer 
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of  0.25 mm, which should be sufficient. The printing time of one mask was about eight hours. 

It is an alternative to sewn veils for more technically people. 

 

RESULT AND DISCUSSION  

First and second version of mask was not so ideal for filter area, every stage of design 

enlarged filter area, next was upgraded shape of mask for pleasant using. Also was upgraded 

filter replacement system to easy way as in figure 3. 

 

 

Fig.1 The first designed mask model with a variable filter and side rubber holes. 

 

Fig, 2 The second design of the mask with larger vents and a more pleasant seal. 
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Fig. 3  The final design of the mask, with the optimal vent part for longer wear, is intended for 

mass production. 

 

 size of vents – for easy breath must be design of mask customized for largest area as 

possible. 

 enlargement, taking into account feedback from users of the first models and 

adaptation to needs – upgrade mask for used friendly, that´s mean easy change filter. 

 more pleasant design and seals – facelift of mask to more anatomical shape and 

smooth surface. 

 filter solutions – universal solution of design mask for different filters 

 

CONCLUSION 

After research and testing some designs of covid masks, is prepare best concept for industrial 

production on an injection molding machine. 
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Abstract 

Designing proper regulator is crucial part in movement control of mobile robot. Regulator must 

be efficient and reliable in terms of navigating mobile robot in its work area. This paper is 

focused on designing a fuzzy regulator capable of navigating mobile robot in working area. 

Regulator must be able to get a mobile robot in to required position with minimal offset, 

minimal deviation of straight route and without becoming unstable. We’ve also created 

a mathematical model of differential drive based mobile robot with similar behavior as our 

mobile robot EN20 and simulated measured data. 

 

Key words: fuzzy, mobile robot, differential drive, kinematics, simulation 

 

INTRODUCTION 

Autonomous control makes it possible to ensure constant presence of the robot in the production 

area or on the field in which it’s deployed. By appropriately selected and designed algorithm to 

control mobile robot we can achieve increased quality of work output, accuracy and thus 

a possible reduction of unwanted losses in time or material.  

Of all the software-calculation methods used to control autonomous mobile robots, fuzzy logic 

combined with neural network elements has proven to be one of the most effective mobile robot 

regulator. It has best tolerance for external interference and for errors made by sensor 

subsystem. Several successful implementations of a pure neural system for controlling an 

autonomous mobile robot have been created. That system has some drawbacks and suffers from 

slow convergence, lack of generalization due to a limited number of patterns representing 

complex environments. The advantages and disadvantages of each system have led to the 

creation of a new neuro-fuzzy system that provides the synergy between the two paradigms. 

Above all, it is about imitating the decision-making of human expertise in a fuzzy system and 

learning from the previous experience of a mobile robot in neural networks. 
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MATERIALS AND METHODS 

Mobile robot chassis kinematics is selected according to environment in which the robot will 

operate and according its purpose. EN 20, that we used, is based on a differential drive chassis. 

Robots’ wheels can move independently of each other at different speeds and directions. These 

speeds are measured by incremental encoders connected to measuring wheels respectively on 

both sides. Both driving wheels are connected to drives through gearbox as shown on fig. 1. 

 

Fig. 1 Mobile robot EN 20 schematics based on differential (Olejár, 2017) 

 

Communication between individual modules such as motors, sensors, power supply and control 

is managed via SPI communication protocol in a 4-wire connection with data rate of 1 Mbps. 

Primary communication module IM1.0 ensures communication between the individual 

modules and PC. IM1.0 is single-chip microcontroller C8051F340 that incorporates both 

UART and SPI communication protocol. UART serial line is used only for communication with 

the PC via Xbee protocol with full duplex communication and communicate at 2.4 GHz. SPI 

communication line is set as MASTER and it can provide connection to eight SLAVE devices. 

The MASTER always checks if all individual SLAVE devices are in running order right after 

the start of the mobile robot and also stores information about their addresses. Then it collects, 

sends control commands and robot status information (Cviklovič, 2013). 

This functionality and communication between individual modules od mobile robot EN 20 are 

shown in block diagram in fig. 2.  
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Fig. 2 Block diagram of mobile robot EN 20 (Olejár, 2017) 

 

EN 20 mobile robot uses BLDC motors BLY171S 24V-4000 as drives. These motors are 

controlled by MR1.0R and MR1.0L control modules.  

For measuring traveled distance, robots’ rotation angle and rotation of the individual wheels of 

mobile robot there are hall sensors located on the stator of BLDC motors and there are also two 

incremental encoders TP 6.35 1024 BZ TTL on each side respectively for more accurate 

measurement of traveled distance. Measuring wheel rotates rotor of encoders and thus we can 

calculate traveled distance by number of impulses counted by incremental encoder. Incremental 

encoder has a resolution 1024 impulses per rotor revolution and operates on optical principle. 

This measurement is providing us with information needed to calculate actual location of robot 

and desired location. 

For these calculations we have to know kinematics of mobile robot, in our case differential 

kinematics (fig. 3), and equations 1, 2 and 3 to calculate coordinates.  

 

Fig. 3 Schematic of mobile robot with differential drive (Olejár, 2017) 
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𝜃(𝑘) =
𝑉𝑃(𝑘) −  𝑉𝐿(𝑘)

𝐿
. 𝑇 + 𝜃(𝑘 − 1) 

𝑥(𝑘) =
𝑉𝑃(𝑘) + 𝑉𝐿(𝑘)

2
. cos[𝜃(𝑘)] . 𝑇 + 𝑥(𝑘 − 1) 

𝑦(𝑘) =
𝑉𝑃(𝑘) + 𝑉𝐿(𝑘)

2
. sin[𝜃(𝑘)] . 𝑇 + 𝑦(𝑘 − 1) 

(1) 

(2) 

(3) 

Where: x(k)  – current sample of path traveled on x-axis, m, 

 x(k-1)  – previous sample of path traveled on x-axis, m, 

 y(k) – current sample of path traveled on y-axis, m, 

 y(k-1)  – previous sample of path traveled on y-axis, m, 

 Θ(k)  – current rotation angle of the mobile robot, °, 

 Θ(k-1) – previous rotation angle of the mobile robot, °, 

 VP(k)  – current sample of right wheel velocity, m.s-1, 

 VL(k)  – current sample of left wheel velocity, m.s-1, 

 L – wheelbase length, m, 

 T – timing period, s. 

 

To create a fuzzy regulator we’re using MATLAB, which has function called “Fuzzy Logic 

Designer” to create fuzzy regulator with graphic interface and also, you’re able to create a fuzzy 

regulator in code. With code programing of fuzzy regulator you have to learn corresponding 

commands to create membership functions and rules. This way it’s easier to adjust rules “on 

the move” to create more efficient regulator.  

In this paper we’re going to focus on Mamdani and Sugeno types of regulators. Our basic 

schematic used to create fuzzy regulator is shown on fig. 4. 

 

Fig. 4 Basic principle of fuzzy regulator to control mobile robot  
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RESULTS AND DISCUSSION 

To control any type of mobile robot and to create appropriate regulator we must know its 

construction and mainly it’s kinematics. Our mobile robot EN 20 is based on differential drive 

kinematics so we must use appropriate equations so we would be able to calculate its location 

and rotation angle so we can adjust speed of each wheel of particular mobile robot.  

To determine x and y coordinates, we had to first calculate the path, that both wheels have 

traveled: 

𝑠 =
𝑖

𝑘
 (4) 

Where:  s  – distance traveled, m, 

 i – number of impulses from encoder, -, 

 k  – calibration constant determining the number of impulses per meter, m-1. 

After calculation of traveled distance of both wheels we can calculate incremental value of path 

dr (eq. 5) and also angle of rotation of the mobile robot θ (eq. 8). 

 

𝑑𝑟 =  
𝑠𝑝𝑚(𝑘) + 𝑠𝑙𝑚(𝑘)

2
−

𝑠𝑝𝑚(𝑘 − 1) + 𝑠𝑙𝑚(𝑘 − 1)

2
 (5) 

Where: dr  – incremental value of distance traveled, m, 

 spm  – distance traveled by right wheel, m, 

 slm  – distance traveled by left wheel, m. 

 

Incremental value of the path traveled (eq. 5) and current rotation angle (eq. 8) of the mobile 

robot allow us to calculate current coordinates and thus determine the distance traveled in X 

(eq. 6) and Y (eq. 7) axis respectively by following equations: 

 

𝑥(𝑘) = cos[𝜃(𝑘)]𝑑𝑟 + 𝑥(𝑘 − 1) 

𝑦(𝑘) = sin[𝜃(𝑘)]𝑑𝑟 + 𝑦(𝑘 − 1) 

𝜃 =  
𝑠𝑝𝑚 − 𝑠𝑙𝑚

𝑘𝑢
 

 (6) 

 (7) 

 (8) 

Where: x(k) – current sample of path traveled on x-axis, m, 

x(k-1) – previous sample of path traveled on x-axis, m, 

y(k) – current sample of path traveled on y-axis, m, 

y(k-1)  – previous sample of path traveled on y-axis, m, 

θ(k) – current rotation angle of the mobile robot, °, 

dr  – incremental value of distance traveled, m. 

θ – angle of rotation of the mobile robot, °, 

ku  – calibration constant to determine the direction angle of the mobile robot, m/°. 
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MATLAB R2018a and newer versions support Mobile Robotics Simulation Toolbox for 

MATLAB, that already has all the equations needed to create mathematical model of mobile 

robots based on many different kinematics. You have to just input wheel velocities, wheel 

radius and wheelbase length.  

Fuzzy regulator input is angle of deviation from desired position δ (eq. 11), ranging +/- 180°, 

and distance of mobile robot from desired position D (eq. 9) that has range from 0 to 10m. 

Output from fuzzy regulator are multiples ranging from 0 to 1 which regulate our maximal 

speed that we set in the beginning.  

𝐷 = √(𝑥 − 𝑥𝑒𝑛𝑑)2 + (𝑦 − 𝑦𝑒𝑛𝑑)2 (9) 

Where: D – distance of mobile robot from desired position, m, 

 xend – x coordinate of desired position, m, 

 yend – y coordinate of desired position, m, 

 x – current x coordinate of mobile robot, m, 

 y – current y coordinate of mobile robot, m. 

 

Before we can calculate deviation angle of mobile robot from desired position, we must firstly 

calculate the angle of the target point with respect to current position of mobile robot. 

 

𝜃𝑒𝑛𝑑 = (𝑎𝑟𝑐𝑠𝑖𝑛
𝑦𝑒𝑛𝑑 − 𝑦

𝐷
)

180

𝜋
 (10) 

Where:  𝜃𝑒𝑛𝑑 – the angle of the target point with respect to current position of mobile robot, °. 

Now we can calculate deviation angle of mobile robot from desired position 𝛿 

 

𝛿 =  𝜃 −  𝜃𝑒𝑛𝑑  (11) 

Where: 𝜃𝑒𝑛𝑑 – angle between current position and desired position, °, 

 𝜃 – rotation angle of mobile robot, °, 

 𝛿 – deviation angle of mobile robot from desired position, °. 

 

To compare quality of regulation we are going to calculate area created by path of mobile 

robot with X axis as reference. 

Criterion of absolut regulation area  (eq.12)  

𝐼𝐴𝐸 = ∫|𝑒(𝑡) − 𝑒(∞)|dt

∞

0

 (12) 

Where IAE is absolut regulated area. 
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This criterion is usable in all cases, because it add up every partial regulated area, under and 

above regulated variation.  

Criterion of quadratic regulation area (eq. 13)  

𝐼𝑆𝐸 = ∫[𝑒(𝑡) − 𝑒(∞)]2dt

∞

0

 (13) 

Where ISE is quadratic regulated area. 

 

It’s application is less difficult than absolut regulation area, but it lacks overvaluation of large 

and undervaluation of small regulation areas. 

Fuzzy regulator 

Our first designed fuzzy regulator was created in MATLAB with Fuzzy Logic Designer as 

Mamdani type. Has 25 interference rules, for which we must propose linguistic variables for 

inputs and outputs. 

Linguistic variables were designed as follows in tab. 1. 

 

Tab. 1 Linguistic variables for input D, δ and output kvp, kvl for mamdani fuzzy regulator 

𝑫 𝜹 𝒌𝒗𝒑, 𝒌𝒗𝒍 

N – zero distance from end 

point 

N – no deviation angle N – zero multiple of speed 

M – small distance from 

end point 

KS – positive average 

deviation angle 

M – little multiple of speed 

S – average distance from 

end point 

KV – positive high 

deviation angle 

P – average multiple of           

speed 

V – large distance from end 

point 

ZS – negative average 

deviation angle 

V – high multiple of speed 

VV – very large distance 

from end point 

ZV – negative high 

deviation angle 

VV – very high multiple of 

speed 

 

After declaration of linguistic variables, we defined membership functions for D (fig. 5),         δ 

(fig. 6), kvp (fig. 7), kvl (fig. 7) 

 
Fig. 5 Membership function of linguistic variables for distance from desired position 
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Fig. 6 Membership function of linguistic variables for deviation angle of mobile robot 

 
Fig. 7 Membership function of linguistic variables for multiples to regulate speed of left and 

right engine 

 

After all these steps we must specify rules (tab. 2) by which our regulator will decide how will 

output from fuzzy regulator look. We have created fuzzy regulator with 25 rules, which is 

effective and sufficient number of rules to control movement of mobile robot. Less rules would 

mean that regulation would be less precise and instability could occur. More rules would mean 

that we would need more computing power to get more precise regulation and better trajectory. 

 

Tab. 2 10 out of 25 fuzzy regulator base rules  

1. If (distance is N) and (angle is N) then (vp is M)(vl is M) 

2. If (distance is M) and (angle is N) then (vp is P)(vl is P) 

3. If (distance is S) and (angle is N) then (vp is V)(vl is V) 

4. If (distance is V) and (angle is N) then (vp is VV)(vl is VV) 

5. If (distance is VV) and (angle is N) then (vp is VV)(vl is VV) 

6. If (distance is N) and (angle is KS) then (vp is N)(vl is M) 

7. If (distance is M) and (angle is KS) then (vp is M)(vl is P)  

8. If (distance is S) and (angle is KS) then (vp is P)(vl is V)  

9. If (distance is V) and (angle is KS) then (vp is V)(vl is VV)  

10. If (distance is VV) and (angle is KS) then (vp is V)(vl is VV) 

 

As a result, we have got regulation surfaces (fig. 8) for both engines. On these regulation 

surfaces we can see which output value belongs to combination of two inputs.  
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Fig. 8 Regulation surface of mamdani type fuzzy regulator for A) left engine, and B) right 

engine 

 

Designing a sugeno type fuzzy regulator is very similar in membership functions of input. Only 

thing that is completely different is output, because sugeno has more linear output and we must 

assign to every output membership function parameter (Fig. 9). 

 
Fig. 9 Sugeno output membership parameters 

 

We assigned parameters as follows: VV – 1; V – 0,75; P – 0,5; M – 0,25; N – 0,05. 

 
Fig. 10 Regulation surface of sugeno type fuzzy regulator for A) left engine and B) right 

engine 

 

As result we have got smoother and more linear relation surface as is shown on fig. 10. 
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Fig. 11 Comparison of traveled distance of mobile robot with 0°initial deviation 

 

 
Fig. 12 Comparison of traveled distane of mobile robot with A) 90° inidtial deviation,          

B) -90° initial devition 

 

As we can see on fig. 11 mamdani type of regulator is more efficient in compensating speed 

irregularity of both wheels and maintains flatter line. Mamdani type reached maximal value of 

Ymax 0,0113m where sugeno went to 0,0209m. But regulation time for mamdani was 34,36s 

and for sugeno it was 31,99s. 

On fig. 12 we can see that mobile robot firstly has to correct its initial angle to get in to desired 

possition. With initial devitation of 90° to the target mamdani reached maximum value of Ymax 

0,1830m and sugeno 0,1492m. With -90°deviation mamdani reached maximum Ymax 0,1777m 

and sugeno 0,1446m. Regulation times in both cases was approximately 35,3s for mamdani 

type and 32,8s for sugeno type. More precise comparison is shown in tab. 3. 
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Tab. 3 Numeric comparison of both fuzzy regulators and calculated area covered by robots 

trajectory 

Regulator 

type 

Initial angle 

deviation  

δ0, (°) 

Time of 

regualtion  

treg, (s) 

Absolute 

regulation area 

 IAE, (1) 

Quadratic 

regulation area 

ISE, (1) 

Max. 

deviation   

ymax, (m) 

M
a
m

d
a
n

i 90° 35.3220 3.2795 0.4170 0.1830 

0° 34.3580 0.2539 0.0022 0.0113 

-90° 35.2800 2.7137 0.3218 0.1777 

S
u

g
en

o
 90° 32.8280 2.6592 0.2865 0.1492 

0° 31.9930 0.4114 0.0068 0.0209 

-90° 32.8170 1.7816 0.1684 0.1446 

 

CONCLUSION 

In this paper we have managed to create and design two similar fuzzy regulators based on 

Mamdani and Sugeno types of regulators and compared trajectories traveled by mobile robot. 

We have concluded that, Sugeno type is more suitable for our application and in our conditions. 

This conclusion is based on measured path that mobile robot traveled, and regulation time 

which shows how long it took regulator to navigate mobile robot to target location even with 

different initial angles. Sugeno type was 2,494 seconds faster and deviated by 0,0338m less 

from its straight path than Mamdani with 90° and -90° initial deviation. With 0° initial deviation 

Sugeno traveled longer distance and deviated by 0,0096m more than Mamdani, but it reached 

its target location by 2,365 seconds faster than Mamdani type. 

In the table 3 we can observe that Sugeno type created smaller regulation areas except with 0° 

initial deviation. It also reached target location faster in every case because of smoother 

regulation.  

As next step we are going to use Sugeno type of fuzzy regulator to create Neuro-fuzzy system, 

that adjust membership functions and base rules itself based on quality of regulation to achieve 

smaller traveled area and to reach target location faster.  

 

Acknowledgments: This paper was created within the project VEGA no. 1/0720/18 Research 

of Alternative Navigation Algorithms for the Control of Autonomous Robots in Plant 

Production. 
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Spruce carbon footprint assessment 
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Abstract 

This article is talking about carbon footprint of a spruce fuel products, common natural fuel not 

only for cottagers in Czech Republic. Main concern is taken to the analysis of the regulatory 

background before the actual tests and chemical analysis can start. 

Key words: Carbon footprint, emissions, greenhouse gas, spruce, wooden pellets, woodchip, 

torificate, renewable energy sources 

 

INTRODUCTION 

Regulation 2018/1999 of the European Parliament and of the Council1 on the governance of the 

Energy Union and climate action sets, inter alia, a Europe-wide target of reducing greenhouse 

gas emissions of 43% compared to 2005 and increasing the share of Renewable Energy Sources 

(RES) in gross final consumption of energy at 32% by 2030. 

According to the prepared National Plan2, the Czech Republic's goal is to reduce greenhouse 

gas emissions by 30% by 2030 (compared to 2005) and to increase the share of RES in gross 

energy consumption to 22%. 

Following the statistics of Global Carbon Project3 organization, Czech Republic was on 27th 

position in global ranking out of all 221 countries with average consumption 10.4mt of 

CO2/capita in 2015.  

Comparison with the neighbouring countries that are in similar natural conditions gives us a big 

warning. Slovakian average carbon footprint is 7.0 mt/capita; German 9.1 mt/capita; Austrian 

8.2 mt/capita and even Polonia, country well known for consistent usage of coal power plants, 

8.8 mt/capita.  

MATERIALS AND METHODS 

Goal of this paper is to analyse the National and European statistical sources to bring more 

clarity on the emission sources in Czech Republic and its possible reduction. 
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As a next step, carbon footprint of different forms of spruce wood used as an energy source will 

be evaluated. Emissions CO2 will be measured by flue gas analyser GA-60 whose principle is 

based on the use of electrochemical transducers. The following flue gas components will be 

analysed: oxygen (O2), carbon monoxide (CO), nitric oxide (NO), nitrogen dioxide (NO2), 

sulphur dioxide (SO2) and hydrogen chloride (Cl) and from the results Carbon footprint will be 

calculated for:  

 Spruce logs 

 Spruce woodchip,  

 Spruce pellets (Lyčka, 2011)4 and  

 Spruce pellets combined with torrefacted material in various shares 

Results of the analysis will be compared with other researches. See in Table 2 a research 

analysing the emission of European Spruce (Malaťák, Vaculík, 2008)5. 

Tab. 1 Chemical analysis of European/Norway Spruce - Picea abies 

Sample (% of 

weight) 

Carbon  Hydrogen Nitrogen Sulphur Oxygen Chlorine Combustion heat 

(MJ.kg-1) 

Spruce wooden 

pellets 

47.37 6.40 0.19 0.01 36.20 0.04 18.74 

Spruce bark 

pellets  

43.70 4.98 0.13 0.04 39.28 0.02 17.48 

Brown coal - 

reference 

42.31 4.24 0.58 3.85 7.81 0.076 17.23 

Carbon footprint will be calculated using the standard ISO 14067:2018 Greenhouse gases6. 

Carbon footprint results will be compared with national legislative and ongoing subsidies. 

RESULTS AND DISCUSSION 

Field of energetics, which mainly consists of electricity production and heating has a major 

impact on CO2 emission of Czech Republic, therefore also on carbon footprint as can be seen 

in Fig. 1.  
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Fig. 1 CO2 emission development in Czech Republic; Source: ČHMÚ 

There is a positive development in the field of energetics over time as can be seen in Fig. 2, on 

the right side. Coal usage has been replaced significantly by natural gas and Renewable Energy 

Sources (RES) in last three decades. But, to lower the carbon footprint, the transition from coal 

to more enviromentally friendly sources must be deepen.  

Information of who is using which energy sources can be seen on the left side. Renewable 

Energy Sources are used the most by households, coal by the industry. 

 

Fig. 2 Distribution of fuel consumption in Czech Republic in 2015; Source: Czech Statistical 

Office 
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The disintegration of energy sources is visible on Fig. 3. Coal and RES are used mainly for 

heating, electricity is shared between heating, boiling, cooking, lightning, cooling and other 

usage.  

 

Fig. 3 Energy consumption disintegration; Source: Czech Statistical Office 

Information that RES is used mainly for heating in Czech households is useful for the 

interpretation of the following Table 1. Out of the RES, ca 62 % consist of domestic biomass, 

represented mainly by wood, wooden chips, wooden pellets and briquets. It is expected that 

domestic biomass will cover 56 % of RES in 2030. Combining with the information from 

previous Graph 3 that RES covers 25.3 % of energy sources of households, Domestic biomass 

can be then interpreted as energy source for 16 % (25.3 x 0.62) of average households. 

Tab. 2 RES expected development in the area of heating/cooling (TJ) 

RES consumption 2016 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 

Domestic biomass 75 454 74 395 76 198 78 002 79 806 81 610 83 414 85 218 87 022 88 826 90 630 92 434 

Non-domestic 

biomass 
26 631 27 561 31 284 31 676 33 614 33 900 34 836 35 097 35 220 35 269 35 318 36 723 

Biodegradable 

municipal waste 
2 418 2 690 4 701 5 110 5 600 6 008 6 008 6 008 6 008 6 906 6 906 6 906 

Biogas station 7 489 7 595 7 510 7 736 8 146 8 461 8 902 9 571 10 627 11 494 12 371 13 250 

Heat pump 4 441 6 621 7 166 7 710 8 255 8 800 9 345 9 890 10 435 10 979 11 524 12 069 
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Geothermal energy 0,0 310 310 310 310 310 310 960 1 122 1 285 1 447 1 610 

Solar panel 787 1 048 1 109 1 169 1 227 1 284 1 339 1 393 1 445 1 498 1 552 1 606 

SUM 117 220 120 222 128 281 131 716 136 960 140 376 144 156 148 139 151 882 156 259 159 750 164 599 

Source: Ministry of industry and trade Czech Republic2 

The subsidy program known as „Kotlíkové dotace“ was announced by the Ministry of the 

Environment of the Czech Republic within the Operational Program Environment 2014–2020. 

Homeowners can apply for a financial contribution to replace old, non-ecological solid fuel 

boilers by a new more ecological one. 

New boilers are designed to be compliant with Commission Regulation7 and are mostly 

powered by wooden pellets/chips, or wooden/coal biogas. 

CONCLUSION 

Both national and European leaders are trying to lower production of greenhouse gases by 

implementing new rules and recommendations into legislation in all possible areas. Major 

producer of greenhouse gases is the field of energetics. This field will be deeply analysed in the 

next article, focusing on the utilization and carbon footprint of domestic biomass, namely 

spruce pellets, woodchip etc. 
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Abstract 

This article is concentrated on the comparison of various vegetation indices of poppy, planted 

in conventional system of agriculture. For this study, the Sentinel 2 images with a spatial 

resolution of 10m/pixel were chosen and processed in GIS software. There were chosen several 

vegetation indices to compare overall condition, health and development of the poppy plants. 

The data from Sentinel 2 were chosen from five various terms during the vegetation period. 

Three vegetation indices were derived from Sentinel 2 satellite images with the utilization of 

SNAP software: Green ration vegetation index (GRVI), Green normalized difference 

vegetation index (GNDVI) and Chlorophyll index green (CIG). The results of the comparison 

proved that the GRVI and CIG indices prove more accurately the real crop condition in compare 

with the GNDVI, which is more affected by the phenological phases of the poppy seed 

development. 

 

Key words: poppy seed, vegetation indices, satellite imagery, Sentinel 2A 

 

INTRODUCTION 

Remote sensing and crop monitoring is widely used in agriculture for planning the agriculture 

operations, health and development of crops monitoring and yield prediction. The crop growth 

monitoring belongs to the most important tasks in agronomy. The results could help to analyse 

the crop growth process and the conditions (Yang et al., 2015). There are several remote sensing 

methods, but for agriculture purposes there are three widespread methods: satellite, aerial and 

ground based. For the remote sensing of the poppy seed field the satellite images were utilized. 

Satellite methods are able to help with the crop yield estimation, the chlorophyll and nitrogen 

content estimation, etc. (Vincini et al., 2016). The disadvantage of satellite imagery is its limited 

spatial resolution in compare with other methods. (Kumhálová et al., 2014) 

 Poppy seed planting has a long tradition in Czech Republic and the country belongs to one of 

the most important poppy planter in the world. The poppy was planted on more than 26 000 

hectares in 2018. In the previous decade, the poppy was planted on up to 70 000 hectares, but 
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the low purchase prices for the poppy decreased the planted area on the current situation, which 

is relatively stable for last 7 years ("Food and Agriculture Organization of the United Nations", 

2020), ("Soupis ploch osevů - k 31. 5. 2018", 2018). 

Regardless on the sensed object, the main task in the remote sensing is the green object 

identification. There are several options how to identify greenness in a crop image. The most 

common method is to use the spectral indices (Guijarro et al., 2011). In the agricultural there 

are many indices used for the crop analysis, the majority of the indices is used for specific 

purposes. The indices are based on a color scale where the low and high index values are 

recognized. The result is, that the sensed area is divided in zones with various colors depending 

on the index values (McKinnon & Hoff, 2017). For the poppy seed analysis Green ration 

vegetation index (GRVI), Green normalized difference vegetation index (GNDVI) and 

Chlorophyll index green (CIG) were chosen. Motohka et al. (2010) conducted a research where 

the GRVI index was evaluated as a phenological indicator. According to the resulsts, the GRVI 

index can differentiate between green vegetation, water and soils. They also proved that this 

index is sensitive to the leaf color change. It determines the index for monitoring phenological 

changes and indicate plant disturbances. The GNDVI is together with NDVI are well 

established spectral reflectance indicators of crop environmental stress (Tucker, 1979). 

According to Gitelson et al. (1996) the GNDVI overcomes the issues of saturation in compare 

with NDVI at later grow stages. The GNDVI substitutes the red band in the NDVI with the 

green band and therefore is more useful in later phenological stages when the leaf area is 

moderately high. This determins the index suitable for measuring within longer vegetation 

period. The CIG was proposed for the chlorophyll content estimation and it was proved that 

this vegetation index is a good indicator of canopy chlorophyll content. (Wu et al., 2012) 

 

MATERIALS AND METHODS 

Study area 

The experiment took part in Lupofyt s.r.o. near Lišany village in Central Bohemia region, Czech 

Republic (50°9'34.494"N, 13°44'13.616"E). The experimental field has 18.95 ha with the 

average altitude 349.26 m.  

 

Satellite images processing 

For the measurement the datasets from Sentinel 2A were utilized. Sentinel 2A has 13 reflective 

wavelengths (433 nm to 2190 nm) and it has 20.6° field of view. The satellite senses 290 km 

swath from the 786 km polar orbit and provides the global coverage every 10 days (Roy et al., 
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2017). Satellite images were acquired from the Copernicus Open Access Hubwere processed 

in SNAP desktop software (Brockmann Consult, SkyWatch). Edited images were then 

processed in QGIS SW (Free Software Foundation, Inc., Boston, MA, USA). Selected indices 

(see Table 1) were calculated from the edited satellite image for every data. 

 

Table 1: Selected spectral indices 

Spectral Index Algorithm References 

Green Ration 

Vegetation Index 
𝐺𝑅𝑉𝐼 =

𝜌𝑔𝑟𝑒𝑒𝑛 − 𝜌𝑟𝑒𝑑

ρ𝑔𝑟𝑒𝑒𝑛 + 𝜌𝑟𝑒𝑑

 (Motohka et al., 2010) 

Green normalized 

difference vegetation 

index  

𝐺𝑁𝐷𝑉𝐼 =
(𝑁𝐼𝑅−𝐺𝑅𝐸𝐸𝑁)

(𝑁𝐼𝑅+𝐺𝑅𝐸𝐸𝑁)
              (Cicek et al., 2010) 

Green chlorophyll 

index 
𝐶𝐼𝐺 =  

𝑁𝐼𝑅

𝐺𝑅𝐸𝐸𝑁−1
      (Cao et al., 2015) 

Where NIR= Near Infrared Reflectance 

 

RESULTS AND DISCUSSION 

Table 2: Average of selected vegetation indices values of spectral indices GRVI, CIG and 

GNDVI 

Spectral 

Index 
24.05.2019 3.06.2019 8.06.2019 13.06.2019 28.06.2019 

Green 

Ration 

Vegetation 

Index 

2.16 4.75 3.95 5.25  

Green 

chlorophyll 

index  

1.16 3.40 4.25 3.40 3.75 

Green 

normalized 

difference 

vegetation 

index 

0.36 0.64 0.59 0.66  

 

Table 2 showed values of average of selected spectral indices GRVI, CIG and GNDVI in year 

2019 based on methods of remote sensing. Average vegetation indices values of spectral indices 

GRVI is 2.16-5.25 and is similar as in spectral indices CIG, there are values 1.16 – 4.25. The 

highest value is found for GRVI, i.e. 5.25. Spectral indices GNDVI was almost constant at all 

times with insignificant growth. 

Development trend of poppy crop can be seen in the figure 1. Trend of spectral indices GNDVI 

showed almost constant trend beside spectral indices GRVI and CIG. 
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Figure 1: Average vegetation indices values 

 

Table 3: Deviation of selected vegetation indices of spectral indices GRVI, GNDVI and CIG 

 

Spectral Index 24.05.2019 3.06.2019 8.06.2019 13.06.2019 28.06.2019 

Green Ration Vegetation Index 
0.35 0.98 0.73 1.25  

Green chlorophyll index  
0.35 1.03 1.25 1.03 0.98 

Green normalized difference 

vegetation index 

0.07 0.07 0.06 0.08  

 

 

Table 3 showed values of Deviation of selected vegetation indices of spectral indices GRVI, 

GNDVI and CIG in year 2019 based on methods of remote sensing. Deviation vegetation 

indices values of spectral indices GRVI is 0.35-1.25 and is similar as in spectral indices CIG, 

there are values 0.35 – 1.25. The highest value is found for GRVI, i.e. 1.25 and same value for 

CIG, i.e. 1.25. Spectral indices GNDVI was almost constant at all times with insignificant 

growth. 

Development trend of poppy crop can be seen on the figure 2. Trend of spectral indices GNDVI 

showed almost constant trend beside spectral indices GRVI and CIG. Values of spectral indices 

GNDVI are 0.06 – 0.08. 
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Figure 2: Deviation of selected vegetation indices 

 

 

The Czech Republic is one of the most important poppy growers in the world. These results 

showed usability methods of remote sensing for evaluation crop condition, but Domínguez et 

al. (2017) found, that spectral indices are more accurate for cereals than other crops, also Jelínek 

et al. (2019) found it, that according to Sentinel 2 image to estimate crop structure from 96% 

for cereals, specially winter wheat. Our research  confirmed usability spectral indices GRVI 

and CIG for poppy, but spectral indices GNDVI did not prove usability for poppy, because of 

different plant structure of poppy. 

 

CONCLUSION 

The utilization of vegetation indices for poppy seed has its benefits. In this measure three 

various vegetation indices with the green part of spectrum and wavelength 0.52- 0,60 µm were 

utilized. The standard deviation and average analysis were used for the process modelling. The 

results proved that the course of the GRVI and CIG is similar and takes on values 1.10 – 5.30 

for the average values and 0.30 – 1.30 for the standard deviation. In compare with these indices, 

the GNDVI has the values 0.30 – 0.70 for the average and 0.07 – 0.09 for the standard deviation. 

Vegetation indices GRVI and CIG prove more accurately the real crop condition in compare 

with the GNDVI, which is more affected by the phenological phases of the poppy seed 

development. 
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Abstract  

The paper deals with the evaluation of the operational performance of the multi-purpose 

telescopic excavator UDS 214 on the Tatra 815 chassis and its performance parameters. 

Construction machinery is constantly subjected under ever-increasing demands on the working 

efficiency, the maintainability, operating costs, and also on the low fuel consumption. 

Therefore, in order to meet these ever-increasing requirements, it is necessary to use a hydraulic 

circuit on these machines. Furthermore, this work describes the method of measuring hydraulic 

circuits on the UDS 214 excavator with two combined gauges, which are able to measure the 

flow rate, pressure and temperature of the hydraulic oil at a given moment. For each hydraulic 

circuit of the UDS 214, the hydraulic oil flow values between the pump and the manifold were 

first measured and then between the manifold and the appliance. The hydraulic circuit can be 

simply imagined and divided into individual components, which separately affect the energy 

losses in the flowing hydraulic oil. 

 

Key words: excavator, hydraulic, flow rate, performance 

 

INTRODUCTION 

In practice, the working performance of a shovel excavator depends on many factors. Such as 

the working cycle time, the type and volume of the working shovel, the soil loosening 

coefficient, the filling factor of the working shovel, the digging depth, the angle of rotation, the 

method of emptying and also the condition of the cutting edge. It should be noted that the 

working cycle time affects the excavator performance the most. In the case of shovel 

excavators, the time required to fill the shovel to the maximum volume, lift the shovel to the 

discharge height, turn the machine with a full shovel, emptying the shovel to a transport device, 

turn the machine with an empty shovel, and shift down the shovel to its origin position. 

(ŠTĚRBA et al., 2013) 
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The UDS 214 telescopic excavator on a three-axle Tatra 815 chassis is designed for finishing 

earthworks and, with the use of suitable additional equipment, also for excavation and other 

earthworks (excavation of foundation trenches, canals, construction and maintenance of utility 

networks). (JŮZA, 2017) 

At present, the UDS 214 telescopic excavator is used for the mining of soil of the I. and II. 

Classes (ČSN 73 6133, 2010). The excavator is also suitable for dealing with the consequences 

of emergencies such as floods, landslides and also statically disturbed buildings. The machine 

can also be equipped with a micro-carriage. It can therefore work in two modes: "work" mode 

- work activity of the swing body; "drive" mode - allows control of the Tatra 815 car chassis 

move (for crossings on the construction site) as well as the control the stabilization supports 

directly from the cab, without the need to start the Tatra 815 chassis engine. (JŮZA, 2017) 

 

 

Fig. 1 Telescopic excavator UDS 214 on a Tatra 815 chassis during practical testing of 

working cycle time 

 

MATERIALS AND METHODS 

The power unit of the UDS 214 telescopic excavator is an inline four-stroke liquid-cooled four-

cylinder John Deere 4045 diesel engine with direct fuel injection, which has the power of 94 

kW at 2200 rpm. The engine drives the Bosch Rexroth A8 VO 107 double axial piston pump, 

which supplies the pressurized hydraulic oil to the hydraulic circuits of the excavator's working 

movements via a seven-section Bosch Rexroth 7M8 - 22 mono-bloc manifold, allowing the 

UDS 214 telescopic excavator to perform five basic tool movements: 

 extending and retracting the inner telescopic arm,  
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 raising and lowering the telescopic boom,  

 turning the working tool (using the swivel head),  

 opening and closing the working tool,  

 turning the swing body of the UDS 214 excavator. (JŮZA, 2017) 

 

Fig. 2 Bosch Rexroth A8 VO 107 double axial piston pump (BOSCH REXROTH, 2019) 

 

Because the operator does not use the hydraulic circuit for turning the working tool, which is 

used only for special operations such as sloping, and this movement is not included in the 

standard scheme of the excavator work cycle. Therefore, the hydraulic system for turning the 

working tool was not tested in this study. 

The measurement of the hydraulic oil flow rate in the hydraulic circuits of the UDS 214 

telescopic excavator was realized in the facility of the cooperating company Vladimír Jůza - 

Hydraulický servis. The measurement was performed by two combined gauges, which are able 

to measure the pressure, the flow rate and the temperature of the hydraulic oil at a given 

moment. The analog meter OTC H50 has been borrowed from the cooperating company, the 

second one, the digital meter Hydrotechnik GmbH was borrowed from the Department of 

Agricultural Machinery. Both meters are able to measure the flow rate in the range of 0 – 200 

dm3∙min-1, the pressure in the range of 0 – 40 MPa and the temperature in the range of            0 

– 120 °C. Both gauges were connected by hydraulic pressure hoses and included into the 

examined hydraulic circuit during the measurement. 
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For the each examined hydraulic circuit, measurements were realized firstly between the pump 

and the manifold and then between the manifold and the appliance. In this case, a linear 

hydraulic motor or a rotary hydraulic motor is meant as an appliance. (EXNER et al., 1991) 

 

Fig. 3 Combined OTC H50 gauge for measuring pressure, flow rate and temperature 

 

 

Fig. 4 Connection of the analog meter OTC H50 and the digital meter from Hydrotechnik into 

the examined hydraulic circuit (measurement at the beginning of the hydraulic circuit) 
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The given hydraulic circuit in which the measurement took place was loaded by means of 

a throttle valve, which is a part of the analog meter OTC H50, in such a way that the required 

maximum pressure is set on this meter up to the setting pressure of the safety valve. The second 

digital meter from the Hydrotechnik recorded in its memory the measured values of the 

pressure, the flow rate and the temperature of hydraulic oil in the given hydraulic circuit, where 

the measurement took place. 

Because all hydraulic circuits for controlling the working movements of the UDS 214 are 

a source of pressurized hydraulic oil from the Bosch Rexroth A8 VO 107 double-acting axial 

piston pump, the cooperation of three workers was necessary during each measurement. One 

was sitting in the operator's cab, adjusted the speed of the John Deere 4045 internal combustion 

engine and set the joystick according to which hydraulic circuit was being tested to tilt the 

double control axial piston pump. The second one operated the combined analog meter OTC 

H50 and set the required pressure at which the measurement took place by a throttle valve. The 

third worker operated the digital combined meter Hydrotechnik, set a time interval on the meter 

for recording the measured data and wrote the measured data into prepared tables, to back up 

the measured data for case of failure of the digital combined meter. 

 

RESULTS AND DISCUSSION 

The measurement itself was very time consuming, because it was always necessary to 

disconnect the functional hydraulic circuit and integrate into it the combined meters. Therefore, 

the substantial losses of excavator hydraulic oil occurred, which then had to be refilled. When 

everything was ready for testing, the one single measurement took about 2 minutes, the 

hydraulic oil was heated to temperature of about 60 °C due to the throttling, and then it was 

necessary to stop testing and let the hydraulic oil cool down. During the testing, the following 

hydraulic circuits of the UDS 214 telescopic excavator were measured: 

 hydraulic circuit for extending and retracting the inner telescopic arm, 

 hydraulic circuit for raising and lowering the telescopic boom, 

 hydraulic circuit for opening and closing the working tool, 

 hydraulic circuit for turning of the UDS 214 excavator swing body.  

The overall experiment represents a quite large set of measured data, which will be published 

in a journal article. Therefore, the only measured values from the hydraulic circuit for the 

telescopic boom stroke are presented in this paper. 

 

137



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Tab. 1 Measured data for the hydraulic circuit of the telescopic boom stroke (measured on the 

Bosch Rexroth A8 VO 10 double axial piston pump) 

p [MPa] Q [dm3·min-1] t [°C] 

0 158 33.6 

5 156 35.3 

10 153.3 36.7 

13 147 38.6 

16 131.5 40.4 

20 111.7 42 

26 80.6 43.5 

30 71.3 44.7 

 

 

Fig. 5 Time dependency graph of the flow rate and pressure of hydraulic oil in the hydraulic 

circuit for the telescopic boom stroke (measured on the double axial piston pump Bosch 

Rexroth A8 VO 10) using the Hydrotechnik software 

 

Tab. 2 Measured data for the hydraulic circuit of the telescopic boom stroke (measured near the 

input to the pair of linear hydraulic motors) 

p [MPa] Q [dm3·min-1] t [°C] 

0 149 37.7 

5 144 40.4 

10 96.3 42.6 

13 55 45.2 

16 41.5 46.1 

20 34.5 47.5 

25 11.7 48.7 
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Fig. 6 Time dependency graph of the flow rate and pressure of hydraulic oil in the hydraulic 

circuit for the telescopic boom stroke (measured near the input to the pair of linear hydraulic 

motors) using the Hydrotechnik software 

From the given measured values in the hydraulic circuit of the telescopic boom stroke, it is 

seemed that the measured values of the hydraulic oil flow rate when measured at the end of the 

hydraulic circuit, i.e. before the hydraulic oil enters the appliance, are several times lower than 

when measured at the beginning of the hydraulic circuit. This is caused by losses in the line, 

due to local hydraulic resistances and also by hydraulic losses that occur in individual 

components of the circuit. The quantification of these losses will be described in more detail in 

a reviewed journal article, which will develop the problem following to this paper. 

To evaluate the operating performance of the UDS 214 excavator, it was firstly necessary to 

measure the average time of the excavator cycle and exactly follow the standard for the 

Theoretical Work Cycle according to ČSN 27 003 during this measurement: 

 the initial position (the shovel is tilted to the maximum tilt angle and is leaned in the 

middle of the depth range by the teeth or the cutting edge on the opposite side of the 

mining pit), 

 digging and rock picking (the shovel must be filled to the nominal volume), 

 raising the shovel to the discharge height (minimum 3.5 m), 

 turn of the rotating upper (with a full shovel by 90°), 

 rock discharge (at a discharge angle of 45°), 

 turn of the rotating upper (back by 90°), 

 lowering (setting the shovel to the initial position). 
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During this practical testing, the average time of the UDS 214 working cycle was 

t = 25 seconds and the volume of the working shovel was V = 0.63 m3. If we know these two 

quantities, it is possible to calculate the excavator theoretical performance, as follows. 

𝑄𝑡 =  
𝑉

𝑡
  [𝑚3 ∙ ℎ−1]                                     (1) 

                     𝑄𝑡 =   
0.63

0.006945
    

                                      𝑄𝑡 = 90.71 𝑚3 ∙  ℎ−1 

Then, the operating performance of the excavator Qp can be calculated according to the 

formula. The individual coefficients were determined from the tables given for this 

calculation. 

kp – the shovel filling coefficient according to the rock detachability class 

        (I. and II. Class, i.e. kp = 0.99) 

ko – the operator qualification coefficient (good operator, i.e. ko = 1.00) 

kú – the coefficient of turning angle (90°, i.e. kú = 1.08) 

kol – the shovel wear coefficient (average wear, i.e. kol = 0.9) 

kl  – the coefficient of the ratio of the shovel volume to the volume of the transport  

       vehicle load space (ratio 6, i.e. kl = 0.96) 

                                               𝑄𝑝 = 𝑄𝑡 ∙  𝑘𝑝 ∙ 𝑘𝑜 ∙ 𝑘ú ∙ 𝑘𝑜𝑙 ∙ 𝑘𝑙  [𝑚3 ∙ ℎ−1]                    (2) 

                                                    𝑄𝑝 = 90.71 ∙ 0.99 ∙ 1 ∙ 1.08 ∙ 0.9 ∙ 0.96 

                                                            𝑄𝑝 = 83.8 𝑚3 ∙ ℎ−1 

The UDS 214 telescopic excavator has an operating capacity of Qp = 83.8 m3∙h-1 in the original 

state of the hydraulic system and in the given operational and technical condition. 

 

CONCLUSION 

The main purpose of this paper was to evaluate the performance of the UDS 214 excavator on 

a Tatra 815 chassis in the state before the hydraulic system innovation. The result of the 

calculation of the operating performance of the machine shows that there is an enough space 

for innovation of the overall hydraulic circuit of the excavator, which should have a positive 

effect on increasing the existing performance of the machine. The partial aim of this paper was 

to measure the flow rates of hydraulic oil in hydraulic circuits of the excavator for controlling 

the working mechanisms, thanks to which will be better identified weaknesses in the hydraulic 

system of the machine and propose appropriate adjustments to increase the performance of the 

UDS 214 telescopic excavator. 
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Abstract 

The article is focused on determining the degradation rate of retroreflective sheeting depending 

on the conditions of exposure. Ten types of retroreflective sheeting were examined under five 

different conditions. For one year, the one group of samples was stored in the dark closed box 

at constant room temperature; the second group was exposed to the natural weathering without 

solar radiation; the third group was exposed to the accelerated natural weathering including 

solar radiation, and the fourth group was in-service traffic signs. For all samples, the coefficient 

of retroreflection was measured by handled retroreflectometer before and after this experiment. 

Statistical analysis has determined the degree of degradation of retroreflective materials that 

were exposed to solar radiation. The influence of the material of the sign panel was also tested. 

 

Key words: traffic sign sheeting, reflectivity of sheeting, solar radiation, accelerated natural 

weathering 

 

INTRODUCTION 

Vertical signage is one of the most important parts of the road infrastructure for regulating, 

warning, and guiding of road users (KOYUNCU et al. 2008), (FEDERAL HIGHWAY 

ADMINISTRATION, 2009), (BABIĆ et al. 2017). One of the most important challenges of 

traffic signs is providing drivers important preview time during night-time conditions 

(EUROPEAN UNION ROAD FEDERATION, 2016) in purpose to increase road safety. 

The traffic signs are predefined to play their important role for road users they should meet four 

basic requirements. According to the International Commission on Illumination there are 

conspicuity, legibility, comprehensibility and credibility (INTERNATIONAL COMMISSION 

ON ILLUMINATION, 1988). To ensure compliance traffic signs with these requirements, they 

must be first and foremost well visible. 

The brightness of the traffic sign ensures its visibility. Several studies focused on the 

relationship between the brightness of the sign and the reaction rate of the driver 

(KOYUNCU et al. 2008), (SCHNELL et al. 2009). Their results proved that “larger and 
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brighter signs are more efficient in transferring their message to the driver by reducing 

information acquisition time (SCHNELL et al. 2009)“. The decrease in reaction time means the 

increase in road safety (UNDERWOOD et al. 2002). This statement is especially valid and 

important under dark conditions. However, it is not enough to make traffic signs as big as 

possible and with the highest level of brightness. In most cases, such kind of sign would have 

an adverse impact on the reaction time of a driver by decreasing the legibility of the sign. 

Make a traffic sign retroreflective - is one of the ways how to increase its brightness without 

significantly increasing the dimensions of the sign. The coefficient of retroreflection RA is taken 

as a unit of retroreflectivity for a traffic sign and it describes the amount of light returned at the 

certain specified entrance and observation angles. 

The readability and accuracy of recognition of traffic signs are the key performance indicators 

of retroreflectivity. From the moment of the first patent for serial production of reflective signs 

(HELTZER et al. 1940) to the present, a large number of studies have been conducted to 

determine and identify the degree of influence of various factors on the reflective properties of 

signs. Aging and materials of the sign are some of them (KHRAPOVA, 2019). 

Clearly, the sheeting age is one of the most significant variables affecting sign retroreflective 

performance (BLACK et al. 1992). However, the degradation rate of different types is not so 

obvious. The analysis of influence aging on the retroreflective properties is important since this 

factor is a basement for a minimum of retroreflective standards. The analysis of existing 

products on the market in the context of retroreflective properties provides guidance to local 

road agencies regarding the preferred use of retroreflective films. 

The variability of existing results obtained by different authors (e.g. (RÉ et al. 2010), 

(JACKSON et al. 2013), (BABIC et al. 2017)) is so high that it is difficult to draw firm 

conclusions. According to the authors of this work, such ambiguous conclusions are caused by 

the fact that the aging of materials is influenced by many factors that should be considered 

separately in order to determine the impact on the retroreflectivity of each of them. 

The aim of this paper is to determine the degradation rate of retroreflective sheeting under 

different conditions and for two types of material of sign panel. Nowadays in the world, the 

retroreflective sheeting is attached to Al or FeZn based sign panels. In the Czech Republic the 

Al sign panels are not commonly used. 

 

 

 

  

143



International Conference of Young Scientists 

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

MATERIALS AND METHODS 

The 10 types of retroreflective sheeting produced by different manufacturers of white, red and 

yellow-green fluorescent were used in the study. Tab. 1 represents all test samples produced by 

three manufacturers - Avery Dennison (AD), Oralite (OR) and 3M. 

 

Tab. 1 Test samples according to the class, manufacturer, colour and type. W – white, R – red, 

F – yellow-green fluorescent; GB – glass bead, M – microprismatic. 

Class* 

Manufacturer 

and 

serial number 

Colour Type 

 W R F  

RA1 

AD 1500 x   
GB 

OR 5710 x x  

3M 3400 x x  

M RA2 3M 3930 x   

RA3 

 

 

 

 

3M 4083  x x 

3M 4090 x x  

* - according to (ČSN EN 12899-1 Stálé svislé dopravní značení - Část 1: Stálé dopravní 

značky, 2003) 

 

The research was divided into two groups in accordance with the studied factor – solar radiation 

and material of sign panel. In total, 8 groups of samples were formed according to the conditions 

in which the retroreflective sheetings were studied and the exposure time of samples (Tab.2). 

All retroreflective sheetings are self-adhesive, the type of adhesive depends on the manufacturer 

and type of sheeting. 

The 20 samples of 10 types of retroreflective sheetings (without any sign panel) were measured 

by retroflectometer under the laboratory conditions (groups 6 and 8). Then half of samples 

(group 6) was applied on 1 millimetre thick FeZn panel (group 5), another half (group 8) was 

applied on 2 millimetres thick Al panel (group 7). 

Then group number 5 were installed in the open air (garden) of the Faculty of Engineering of 

CULS Prague. The desk was inclined at an angle of - 45° in the way, that direct sunlight did 

not reach the retroreflective surface. These samples were exposed to natural weathering but 

without direct sun radiation. The samples were exposed to natural weathering for one year. 
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Another 20 samples of 10 types were applied on FeZn panels. The RA was measured for all 

samples. One half of them were putted into the black box in the laboratory (group 4). The 

samples were not exposed to any meteorological influences or the influence of sunlight. 

 

Tab. 2 The eight experimental groups of samples according to the studied factor, location, time 

of exposure, the material of sign panel. 

Number of 

group 
1 2 3 4 5 6 7 8 

Factor 
Solar radiation   

  Material of sign panel 

Location 
Test-

desk 

Test-

desk 

In-

service  
Box Garden Laboratory Garden Laboratory 

Number of 

samples 
10 

Time of 

exposure 

(months) 

22 12 12/-  12/-  

Range of 

ambient 

temperature 

(°C) 

–5–35 18–32 –5–35  20–28  –5–35  23–25  

Range of 

relative 

humidity of 

air (%) 

25–100 45 25–100 45 25–100 45 

Orientation 

to the sun 
South  

Material of 

sign panel 
FeZn  Al  

 

Another 10 samples were placed on the test desk that was installed on the roof of the Faculty 

of Engineering of CULS Prague. It was oriented face to the south and was inclined at an angle 

of +45° for the accelerated natural weathering. The samples were exposed to natural weathering 

for one year, then RA for all samples was measured. The results of measurement formed group 

number 2. Then these samples were exposed to natural weathering for 10 months more. The 

data set of RA after accelerated natural weathering for 22 month formed group number 1. 

The group number 3 are 10 in-service traffic signs, located in Prague 6, Horoměřice in the 

Czech Republic and oriented to the south. Date of manufacture of road signs ranged from 2005 

till 2017. Measurements were conducted in October 2018 and October 2019. 

The measuring principle was the same for all test samples. The retroreflective sheeting was 

washed with water and dried before each measurement. The measurement of the coefficient of 
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retroreflection (RA) was carried out acccording to the (ČSN EN 12899-1 Stálé Svislé Dopravní 

Značení - Část 1: Stálé Dopravní Značky, 2003) using handled retroreflectometer Zehnther 

6060. The device also provided with information about the average value of three measurements 

of each sample. The difference between mean values of RA before and after exposure of each 

individual sample is degradation rate (hereinafter „DR“). It was used for further analysis. 

The „STATISTICA“ software was used for all kind of statistical tests. Kolmogorov Smirnov 

and Shapiro Wilk W test was used to control normality of datasets. The parametric or non 

parametric test was done based on the results of these tests. 

T-test for independent samples was used in order to determine whether there is a statistically 

significant difference in DR between two unrelated groups. T-test for dependent samples was 

used to control DR in different conditions but for one sample. The Wilcoxon test was chosen 

as non parametric test for the case when no normality of the data distribution was not found. 

The test analyzes if there is a statistically significantly difference in DR between two groups. 

For all tests, the null and alternative hypotheses were defined as follows: 

H0: no difference in means of DR between two data sets. 

H1: the average values of DR between two data sets is significantly different. 

The null hypothesis for the performed tests can be rejected if the obtained p-value is lower than 

0.05. 

 

RESULTS AND DISCUSSION 

Kolmogorov Smirnov and Shapiro Wilk W test were done to control normality of 

measurements inside each group. The DR of each sample in the groups from number 5 till 8 

was conformed to the assumptions of normality (Kolmogorov-Smirnov test, P > 0.2; Shapiro 

Wilk test W test, P > 0.05). Normality of the data distribution in another groups was not found. 

 

Solar radition (UV radiation) 

The series of Wilcoxon tests were carried out for groups from number 1 till numer 5 to find the 

relation between the amount of sunlight and degradation of materials. The results are representd 

as p-values in Tab. 3. Group 4 is DR for samples in box, group 5 – in the garden without 

sunlight, group 2 – on the test desk (accelerated weathering after 12 months), group 3 – in-

service signs, group 1 – on the test desk (accelerated weathering after 22 months). The p-values 

are lower the alpha level for pairs of group 42, 41, 52, 23, 31. The null hypothsis is 

rejected for these tests that means there is statistiaclly significant diference between pairs of 

groups. 
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Tab. 3 The summary of results the Wilcoxon tests represented as p-values for pairs of groups.  

Number of 

test group 
4 5 2 3 1 

4   0.114 0.01 0.440 0.025 

5 0.114   0.005 0.959 0.048 

2 0.01 0.005   0.036 0.160 

3 0.440 0.959 0.036   0.017 

1 0.025 0.048 0.160 0.017   

 

From the results presented in Tab. 3, it can be concluded that there is no significant difference 

in DR of samples that were in the box, samples under natural weathering without sunlight and 

for in-service signs. Despite the absence of significant difference between the groups, the range 

of DR values is different. 

The box plot of Fig. 1 more clearly demonstrates the range of values in five groups. Group 4 is 

DR for samples in box, group 5 – in the garden without sunlight, group 2 – on the test desk 

(accelerated weathering after 12 months), group 3 – in-service signs, group 1 – on the test desk 

(accelerated weathering after 22 months). 

The DR of samples that were in the box is unexpected since presumably the degradation of 

sheeting after one year should be low – around 1-2%. The DR for glass bead sheeting was the 

highest – 4%. It was also unexpected that there was no significant difference between samples 

that were not under direct sunlight and in-service traffic signs. This fact can be explained that 

the DR of is not a linear function it decreases with time, see (KHRAPOVA et al. 2019). The 

traffic signs were in service more than 16 months. That is why the degradation rate is in the 

range from 1% to 9% (Fig. 1). 
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Fig. 1 The box plot of DRs (in %) for test groups 1-5. 

 

The analysis of Tab. 3 shows that the DRs after accelerated natural weathering after 12 months 

(group 2) and 22 months (group 1) of exposure have significant difference from another gropu 

because p-values are lower than alpha level. But these two groups do not have difference 

between each other. Such kind of results show the effectiveness of tilt angle of the test desk and 

from Fig. 1 is clear that DR in the second year of exposure is higher that in the first 12 months. 

 

Material of sign panel 

T-test for dependent samples was done for 10 retroreflective sheetings before their application 

on FeZn desk (group 6) and after (group 5 before exposure). P-value was 0.104 is the the result 

of the test. The same test was done for 10 retroreflective sheetings before their application on 

Al desk (group 8) and after (group 7 before exposure). P-value was 0.129. The results of both 

tests are higher than alpha value that means the absence of statistical difference between groups. 

T-test for independent samples was used for pair of group 6 and 7. The degradation rate of each 

of groupafter one year of exposure in the garden was found. The p-values is 0.048 that is slightly 
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less that alpha level. The result means small difference in the degradation rate between samples 

that were applied on FeZn and Al desks after one year of exposure. 

The box plot of DRs for these two groups demonstrates the mean value of degradation after one 

year of exposure in the garden for FeZn panel is 3.2%, for Al panel is 7.0% (Fig. 2). In Fig. 2, 

group 6 is DR for samples on FeZn panel after year exposure in the garden, group 7 is DR for 

samples on FeZn panel after year exposure in the garden. 

 

Fig. 2 The box plot of DRs (in %) for test groups 5 and 7. 

 

CONCLUSION 

The goal of this paper was to determine the degradation rate of retroreflective sheeting under 

different conditions and for two types of material of sign panel.  The 10 types of retroreflective 

sheeting produced by different manufacturers of white, red, and yellow-green fluorescent were 

tested under 5 conditions in the study.  

Based on the series of measurements and subsequent statistical analysis, it was found that the 

degradation rate of retroreflective sheeting even without meteorological influences and without 

sunlight is quite big 1% to 4% within one year of storage in the box. An unexpected result was 
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that there was not a significant difference in DR between samples that were in the box, samples 

under natural weathering without sunlight, and traffic signs that were in service for more than 

16 months. Conversely, there is a big difference between these samples and retroreflective 

sheetings that were exposed to accelerated natural weathering for 12 or 22 months. Such kinds 

of results can be explained by the fact that DR is not a linear function it decreases with time, 

the degradation rate after 12 months decreases is around 9%, after 22 months is around 13%. 

The +45° tilt angle of the samples increases DR almost 2 times during the first year of exposure. 

The material of the sign panel is also critical for the degradation rate. Nowadays the Al sign 

panel is not used for traffic signs for economic reasons, but the weathering test shows that the 

degradation rate of retroreflective sheeting is almost 2 times less when the FeZn sign panel was 

used. 

The results are not enough to conclude if the accelerated weathering is an effective tool for 

testing retroreflective material but demonstrates a big difference in degradation rate between 

in-service signs and accelerated weathering. The results of the study can be used as a basis for 

further researches.  
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Abstract 

With the simultaneous expansion of biogas plants, a large amount of waste product is generated, 

namely digestate. This by-product has found application in agriculture as a fertilizer. Like any 

organic fertilizer, not only when applied to the soil, emissions of gases are released. These are 

mainly ammonia, nitrous oxide, methane and carbon dioxide. In this article, the data from 

measurements after application using a two-disc application unit after the second cutting of 

alfalfa are discussed.  

 

Key words: digestate, greenhouse gases, emission, methane  

 

INTRODUCTION 

In today's time of intensive agriculture, when we can grow enough food on a smaller area than 

before, we have the opportunity to grow plants on the remaining area for other uses. This 

situation adds to biogas plants, where some surplus agricultural crops can be consumed, but 

also waste from livestock and food production. Biogas is formed during anaerobic digestion of 

organic matter in a tank. The resulting gas contains methane, carbon dioxide and other gases. 

Methane in particular can be used for energy. Biogas production produces a large amount of 

digestate, which is a waste product of anaerobic digestion. This product is usually used as 

a liquid organic fertilizer because it contains substances important for plant growth. The 

disadvantage of this fertilizer is the release of emission gases into the air. (Holm-Nielsen et al. 

2009) The digestate contains mainly ammonia, nitrogen in the residual organic matter and is 

a fertilizer with rapidly releasing nitrogen. The ammonium nitrogen contained in the digestate 

is easily subject to air losses. Agriculture is one of the biggest air pollutants of this gas. Methods 

for measuring ammonia emissions in animal production are well developed, but methods for 

measuring this gas after application are not uniform. (Šimek M, Cooper 2002; Dietrich, M., 

Fongen, M., & Foereid, B. 2020)       
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MATERIALS AND METHODS 

Alfalfa grows on the experimental plot. The digestate was applied for this measurement after 

the second mowing (July 29th, 2020), the emissions were measured the following day. The 

digestate was also applied after the first mowing but no emission measurements were 

performed. The application was carried out using a self-propelled machine Vredo VT4556 

application unit, which consists of two-disc sections forming a V-shaped groove in the turf, into 

which slurry or digestate is applied. The digestate was applied to four variants and the fifth 

variant was without application as a control. Applied quantity in variants see Table 1. The 

monitored elements are N2O, CH4 and NH3. The INOVA instrument was used to measure the 

emissions of these gases. Due to the dimensions of the device and the battery, it is in the 

transport vehicle. Special Teflon hoses lead from the probes located at the monitored locations, 

through which the analyzed air is supplied. In the device, a sample of air in the chamber is 

exposed to UV rays of a given frequency. Then the molecules of the monitored gas resonate 

and transform into an oscillating motion of the molecules. No resonance occurs with the other 

components of the sample. The oscillating motion of the particles is detected by sensitive 

sensors.  

 

The probes consist of a plastic block that does not have a side on the underside. The probe has 

two holes. One opening is equipped with a fan with the possibility of speed control, which 

ensures the exact speed of air flow, see Figure (Fig. 1). Inside is a thermometer that continuously 

monitors the temperature at which the measurement takes place. Measurements can take place 

simultaneously on up to five variants. The measuring probes are moved to another location of 

the variant after one hour, monitoring takes place for approximately three hours. All measured 

data are recorded in real time and transferable to a PC. 

 

The parameters of the measuring device: 

INNOVA 1412 gas analyzer 

Basic parameters of the device for ammonia: 

Measuring range: 0.2 to 15,000 mg.m-3 

Operating temperature range: +5 to +40 ° C 

Zero-point temperature dependence: 0.02 mg.m-3 / ° C 

Zero-point fluctuation: ± 0.2 mg.m-3 

Temperature dependence of the control point: 0.3% of the measured value / ° C 

Checkpoint fluctuation: ± 2.5% of measured value 
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Detection limit: of the order of 10-2 ppm at 20 ° C and atm. pressure 101 kPa. 

Instrument manufacturer: INNOVA Air Tech Instruments, Denmark. 

 

 

Fig. 1 Measuring probe 

 

RESULTS AND DISCUSSION 

The following table (Tab. 1) describes the application rates after the first mowing, after the 

second mowing, when the emissions were measured. The average temperatures and humidity 

at which the measurement took place are given below. 

 

Tab. 1 Applied doses and measurement conditions  

Last applied 

dose (t/ha)  

Applied dose 

(t/ha)  
Variant 

Average 

temperature 

(°C) 

Average 

relative 

humidity (%)  

0 0 7 27.78 65.00 

0 50 6 28.77 56.96 

0 25 5 29.53 63.45 

12.5 12.5 4 29.47 69.47 

25 25 3 29.47 69.47 

 

Variant No. 7 was chosen as a control, where digestate was not applied. 
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Fig. 2 Course of methane measurement 

 

In the previous figure (Fig. 2), the values of specific emissions are negative in some cases. One 

of the causes is small measured concentrations, which were at the limit of the measuring range 

and the fluctuation of the zero point of the instrument. Another influencing factor was a slight 

variation in the air flow rate in the probe. Furthermore, a slightly rising air temperature may 

affect the result. During the measurement, there was a temperature rise of less than 5 ° C. The 

amount of emissions is displayed as a converted value in kilograms from one square meter in 

one year. 

 

Fig. 3 Average ammonia emission 
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Explanations for all box charts: (cross - arithmetic diameter, box - 2nd to 3rd quartile,  

clamp - boundary, ring - remote extreme, comma – median)  

 

Figure (Fig. 3) shows the average ammonia emissions. The lowest measured values were in 

the control variant. On the contrary, the highest measured values for variants 4 and 3, further 

for these variants, compared to the others, values with greater variance were measured. 

 

 

Fig. 4 Average dinitrogen oxide emission 

 

Figure (Fig. 4) shows the average nitrous oxide emissions. For the control variant for the control 

variant, variants 6 and 5, the emissions are comparable. On the contrary, the values measured 

for variants 3 and 4 are higher and comparable. 

 

7 6 5 4 3  
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Fig. 5 Average carbon dioxide 

 

Figure (Fig. 5) shows the average carbon dioxide emissions. The lowest emissions were in the 

control variant. For variants 6 and 5, the emissions are slightly higher than for the control variant 

with a small variance of values. For variants 4 and 3, the emissions are higher than for the 

previous two, but the measured data have a larger variance. 

 

 

Fig. 6 Average methane emission 

 

Figure (Fig. 6) shows the average methane emissions. For the control variant, variants 6 and 5, 

there are no significant differences in the measured values. Higher values of methane than in 

7 6 5 4 3  

7 6 5 4 3  

157



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

the previous variants were measured for variants 4 and 3, between which there are no significant 

differences. 

 

CONCLUSION 

From the previous graphs, the result is evident that for variants 3 and 4 the emissions are the 

highest. For variants 5 and 6, the emissions are similar but lower than for the previous two. In 

the control variant, the emissions were the lowest or almost zero. This result did not confirm 

the dependence of the digestate dose on the amount of emissions. The results may be affected 

by the inhomogeneity of the applied digestate. Its quality cannot be traced back, but in the 

future, it will be necessary to check the quality of homogenization of digestate in tanks before 

export to the field, or collection and analysis of the composition of the applied digestate. 

Furthermore, the previous application of digestate after the first mowing may affect the 

measurement result. The upper part of the soil could be affected by the previous application, 

therefore there could be worse seepage into the surface than in variants where the first 

application did not take place. This hypothesis will need to be verified by future measurements. 

On the contrary, it is important to perform the measurement at approximately the same 

temperatures at which the measurement took place. In general, with increasing temperature, the 

amount of emissions increases. 
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Abstract 

The paper deals with the comparison of the effect of tillage tools using the soil trough. 

Individual tillage tools were made of plastic using 3D printing. These models are used to verify 

the functionality of the tool kinematics and its effect during tillage. Using 3D printing, it is also 

possible to design new shapes of tillage tools and verify their properties before the final field 

tests.  It is possible to save time and resources before the actual production of inefficient tools. 

A tillage tool with differently shaped wings was used for testing. The individual parts were 

printed from PET-G material. Tillage tool assemblies were tested in a soil trough filled with 

silica sand. The draft force of the tools when passing through sand was compared using a strain 

gauge between the frame and the traction cable. The process was monitored by two cameras. 

 

Key words: DEM, model, tillage tool, soil trough, 3D printed tool 

 

INTRODUCTION 

Development in the agricultural environment and especially in soil processing is still required. 

Better efficiency of work tools contributes to better tillage, reduces the impact on the 

environment, speeds up working time and reduces the economic demands on the process 

(Lovarelli, Bacenetti and Fiala, 2017). Nowadays, there is still a need to improve the efficiency 

of working with the soil, both to obtain higher yields and to ensure less burden on the 

environment. One of the aims is to create effective tools. Industry 4.0 also deals with this issue. 

Research of new components on real prototypes is carried out in the usual way. With the help 

of modern technologies and mainly thanks to the increasingly available computing power of 

modern computers, it is possible to simulate this process by mathematical models (Ucgul, 

Saunders and Fielke, 2018; Mudarisov et al., 2019; Ucgul and Saunders, 2020). However, for 

proper validation of the models, it is still necessary to verify the results using real tests (Zhang 
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et al., 2018; Scanlan and Davies, 2019). As agricultural land is becoming increasingly scarce 

and it is difficult to carry out field tests throughout the year, the alternative is testing by soil 

troughs. (Ucgul and Saunders, 2020). Using modeling programs, it is possible easily and 

quickly design the shape of tools. 3D printing can be used for fast production, where nowadays 

a large number of plastic-based materials with different mechanical properties can be used. (Ge, 

Wang and Zhou, 2019; Hnízdil, Chotěborský and Kuře, 2020). The model can be verified before 

testing in simulations. Draft force and soil translocation are primarily determined. This can 

determine the effect of the proposed tool shape (Sharifat and Kushwaha, 1997; Manuwa, 2013). 

 

The aim of this work is to compare the properties of the proposed shapes of the wings of the 

tillage tool as it drives through the material. The main aspect for comparison is the draft force 

of the tillage tool using individual wings. Furthermore, to obtain and define results for 

comparison in the creation of mathematical models. 

 

MATERIALS AND METHODS 

A soil trough was used to make the tests. The trough is used for testing models of agricultural 

tools with the possibility of variable change of material filling. The dimensions of the trough 

are: height 500 mm, width 500 mm and length 1500 mm. The soil trough was filled with silica 

sand fraction 0.1-0.3 mm. The sand was used due to its constant mechanical properties. The 

subject of interest was the active length. The active length expresses the area, where the tool is 

already fully recessed. The active length of the trough depends on the tool used, its shape and 

the length of the engagement. In the case of a tillage tool with variable wings, the active length 

was 200 mm. The trough diagram including the active length is shown in Figure 1, where F is 

the measured tool pulling force, d is the tool depth and lm is the active length. 

 

Fig. 1 Schema of soil trough 
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Two GoPro Hero 8 cameras were used to monitor the progress of the tests. The first camera 

was placed inside the trough and recorded the movement of the tool in the axis of movement. 

The second camera was placed outside the trough and captured horizontally the lateral 

movement of the tool. The force of the drawn tool was measured by a hanging strain gauge. 

The force was measured in the axis of movement of the tool. The measured strain gauge voltage 

was amplified and subsequent data were collected using a DAQ card. The evaluation was 

performed using software on a computer. The conversion characteristic of the strain gauge is 

given by equation (Eq. 1), where F (N) is the force and u (V) is the amplified voltage from the 

strain gauge.  

 

𝐹 = 157.13 ∙ 𝑢        (1) 

 

The block diagram of the evaluation devices, including the position of the cameras, is shown in 

Fig. 2. 

 

 

Fig. 2 Schema of soil trough 

Various wings shapes have been designed for testing. The wings were gradually tested in the 

soil trough. In each step, wings of a certain shape were attached to the tillage tool and drives 

were made. Drives were made for 40, 60, 80 and 100 mm of depth. The driving speed was 100 

mm.s-1. The proposed wings shapes are shown in Fig. 3. 
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Fig. 3 Schema of wings types: a) type 0 b) type 1 c) type 2 d) type 3 

 

The records from the cameras were evaluated. The angles of wedge of the material created 

during the drive the tillage tool was determined. These angles correspond to the dynamic 

behavior of the material and are important for the subsequent comparison of mathematical 

models in the RockyDEM environment (‘Rocky DEM Particle Simulator’, 2018). The angles 

of the side wedges were measured from the inside camera and the angles of the front wedges 

were measured from outside camera (Fig. 4a) and 4 b)). 

 

  

a) b) 

Fig. 4 Principle of angle measurement a) Angles of side wedges  b) Angle of front wedge 
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RESULTS AND DISCUSSION 

The results of draft force measured by a strain gauge were processed graphically and 

numerically. The results are in Fig. 5-8. The graphs show the force as a function of the tillage 

tool depth. The curves show the individual depths d (mm). 

 

Fig. 5 Measured data of wings type 0 

 

Fig. 6 Measured data of wings type 1 

 

Fig. 7 Measured data of wings type 2 
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Fig. 8 Measured data of wings type 3 

 

The draft force was evaluated and averaged in the area of the active length. In this area, the 

draft force reaches its maximum. The measured data are shown in Table 1. 

Tab. 1 Measured maximal average force in active length for each type of wings  

Depth 

(mm) 

type 0 Fma 

(N) 

type 1 Fma 

(N) 

type 2 Fma 

(N) 

type 3 Fma 

(N) 

40 7.334 ± 2.709 8.5187 ± 1.329 5.690 ± 2.192 9.476 ± 1.803 

60 19.569 ± 1.851 21.573 ± 2.326 17.164 ± 2.211 20.420 ± 1.442 

80 34.846 ± 1.777 39.088 ± 2.049 31.749 ± 2.716 35.663 ± 2.660 

100 57.338 ± 2.952 60.184 ± 2.408 49.657 ± 1.624 57.136 ± 1.838 

 

The average maximum forces results were used as a dependence function of depth. These 

dependencies were expressed by functions. The functions are for wings type 0 (Eq. 2), wings 

type 1 (Eq. 3), wings type 2 (Eq. 4) and wings type 3 (Eq. 4), where Fma (N) is the average 

maximum force and d (mm) is the depth of the tillage tool. 

 

𝐹𝑚𝑎 = 0.002 ∙ 𝑑2.2305        (2) 

 

𝐹𝑚𝑎 = 0.0033 ∙ 𝑑2.1383       (3) 

 

𝐹𝑚𝑎 = 0.0005 ∙ 𝑑2.5713       (4) 

 

𝐹𝑚𝑎 = 0.007 ∙ 𝑑1.9528        (5) 

 

The wedge angles of the filleed material were measured. Angles define the dynamic behavior 

of the material during its cultivation. GeoGebra software was used to evaluate the wedge angles 

(‘GeoGebra’, 2019). The results are shown in Table 2. 
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Tab. 2 Measured angles of filled material for each type of wings 

Depth  

(mm) 

Angle of side wedges (α)  

 (°) 

Angle of front wedge (β) 

(°) 

type 0 

80 15.916 ± 0.887 

15.749 ± 0.602 60 26.019 ± 0.278 

100 29.392 ± 0.782 

type 1 

80 17.716 ± 0.177 

16.109 ± 0.898 60 26.395 ± 0.344 

100 28.404 ± 0.277 

type 2 

80 11.697 ± 0.649 

14.791 ± 0.665 60 21.219 ± 0.941 

100 29.155 ± 0.033 

type 3 

80 14.908 ± 0.643 

16.008 ± 0.862 60 26.066 ± 0.627 

100 27.183 ± 0.769 

 

CONCLUSION 

It was found that with higher depth and higher draft force, larger deformations occur in 3D 

printed parts (Hnízdil, Chotěborský and Kuře, 2020). The printed models were embedded to a 

maximum depth of 100 mm. When comparing the draft forces, it was found that the tillage tool 

with wings of type 2 has the lowest draft force. From the evaluated functions of the force at 

depth, it is possible to determine the draft force for individual depth. The evaluated material 

angles are the initial data for comparing mathematical models for future use. 
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Abstract 

This study is concerned with the research of hands position on the steering wheel in drivers 

when driving and considers the options of placing digital side mirror displays inside a passenger 

car cabin. In the scope of the research, respondents were asked about their most common hands 

position on the steering wheel when driving. Regarding the established standard placement of 

digital side mirrors inside passenger car cabins, it was ascertained that a high percentage of 

drivers place their hands on the steering wheel when driving in a way that might prevent them 

from viewing directly the displays of digital side mirrors. This finding may have an impact on 

traffic safety during driving. The research delineated in this paper is based on a randomly 

selected sample of drivers who drive in right-hand traffic. The data were collected using 

electronic questionnaires, featuring an accurately described and visualized situation for a better 

understanding and presentation of the matter under review. Subsequently, the data were 

analysed statistically, with the main parameter for identifying dependence being the driver’s 

hands position during driving that prevents a direct view of displays of digital side mirrors. 

Results of this study may be applied in designing and development of passenger car cabins from 

the perspective or ergonomy and near-future innovations. 

 

Key words: digital side mirrors, steering wheel, driver, hands position 

 

INTRODUCTION 

Observation techniques have been used to date for assessing the safety of passenger car crews, 

where the observer deals with driver behaviour while driving, e.g. the seat belt use, mobile 

phone use, seat positioning, etc. Holding the steering wheel correctly is an important aspect of 

traffic safety (THOMAS & WALTON 2007), (VIANO et al. 1989). Multifunctional steering 

wheels represent a direct link between driver and machine, and the optimum design of these 
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elements, coupled with the design of the various armrests, directly affects the overall driver 

comfort and thus the safety of the vehicle operation (CHANG & CHEN 2016). 

A number of researches (HRUŠKA 2018), (SCHMIDT et al. 2014), (WALTON & THOMAS 

2005) pay their attention to the ways drivers hold the steering wheel. There is a relatively high 

consensus among experts on this issue. The most frequently quoted optimum value is according 

to the analogue clock face, the left hand position on the nine and the right hand on the three, 

with the driver holding the steering wheel with both hands (HAULT-DUBRULLE et al. 2011),  

(SCHIRO et al. 2013). 

Every year sees new developments in the automotive industry, when innovative technologies 

stand for the most frequently applied method to attract customers and maintain the market 

position. Most often, this includes technologies that take account of routine ergonomic 

standards. The most common reason that lies behind these innovations is to provide the driver 

and passengers with comfort, to simplify the control features and to ensure a pleasant driving 

experience and enjoyment. Currently, digital side mirrors (DSM) rank among the most 

discussed innovations.  

Today, it is not unusual to encounter functional prototypes of DSM for testing purposes of this 

technology, including cars that are commonly available to customers. The German Audi cars 

manufacturer is seen as an innovation pioneer for DSM, as this technology was used in the 

series-produced model e-tron. The objective of this technology is to improve aerodynamic 

effects and to reduce the noise inside the car: properties typically required of electric cars. 

Another car featuring the DSM technology is Lexus ES 300h 2.5 Takumi. The Japanese 

company furnished this model with displays fitted in the columns connecting the car roof with 

the bodywork. 

When safety is assessed, sex and age of drivers are other factors to be taken into consideration. 

Stereotypes in driving, gender-based differences in driving and the effect of drivers’ age on 

traffic safety with conventional side mirrors have already been scrutinized (GRANIÉ & 

PAPAFAVA 2011), (MOÈ et al. 2015), (SÖLLNER & FLORACK 2019). Areas for further 

research include differences between hands position in men and women, and the impact of these 

hands positions on safety, using DSM in Audi e-tron. 

The aim of this study is to assess the differences in the approach to the safe holding of the 

steering wheel of a passenger car in a specifically tested situation, with respect to applicability 

of digital side mirrors. Another objective pursued by this study is to consider the hypothesis 

whether there exists a statistically significant difference in the hands positions on the steering 

wheel in a way preventing a direct view of DSM displays between men and women. 
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MATERIALS AND METHODS 

For the needs of the measurements, a total of 80 participants (40 women and 40 men) from the 

Czech Republic (Tab. 1). The age of all of the participants ranged from 19 to 64 years (the 

average age was 30.9). As an essential condition, all of the participants were required to have a 

driver’s license entitling them to drive passenger cars. In addition, all of the research 

participants were expected to be in good health and have no restrictions on their musculoskeletal 

system, which could distort the results. 

Tab 1. Data regarding the tested persons 

  
Number 

 

Age 

Average Minimum Maximum 

Men 40 29.7 20 52 

Women 40 32.2 19 64 

Total 80 30.9 19 64 

 

A traffic situation was defined for the purpose of the research, in which the interviewed driver 

could find himself or herself and describe how he or she held the steering wheel in the given 

situation. This is a situation in which drivers commonly find themselves when driving. The 

situation has been thoroughly verbally described and supplemented with an illustrative photo 

for a better understanding. The tested situation was described as driving on highways or high-

speed roads at low intensity traffic exerting no psychological pressure on the driver. 

Basic data collection was carried out with the help of electronic questionnaires. As part of the 

basic information provided in the questionnaire, respondents were advised to devote sufficient 

time to filling out individual questions and had schemes available to help them better imagine 

the situation (Fig. 1). Although the questionnaire method may not be as accurate as real-

environment testing, given the set objectives and the number of subjects surveyed, testing in a 

real environment would be virtually impossible in organizational terms. 

The questionnaire consisted of nine questions divided into two groups. The first group were 

questions about age (in years), gender (female, male), and side preference (right-handed, left-

handed) of the subject. The height of respondents was not addressed in the present research. In 

addition, the test subject was interviewed about how long he or she had a driver’s licence (in 

years), how often he or she drove a passenger car (every day, at least once a week, occasionally, 

exceptionally), with the final data being about the position in which the subject most often sits 

behind the steering wheel (a choice of three basic positions divided according to the subject’s 

chest distance from the centre of the steering wheel). 
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Fig. 1 Scheme of positions of individual grips according to an analogue watch face. 

 

In the second group of questions, the test subject was asked to imagine the traffic situation 

described above and responsibly state for each of them whether he or she held the steering 

wheel with one or both hands, and in which position. This was always based on the pre-selected 

scheme attached to each question (Figure 1), where, according to the watch face, the range of 

R12-R6 was defined for the right hand, and for the left hand the analogous range of L6-L12. 

The overlap at 12 and 6 o’clock is selected to enable the side-preference of respondents. The 

subject was also told to indicate the most prevalent value of the grip on the steering wheel. We 

dismissed in the first phase extreme values where the test subject crosses the hand and held the 

steering wheel with, for example, the left-hand on the right, as highly unlikely in view of the 

objectively high degree of discomfort the driver would experience in such a position. For this 

reason, we completely discarded these alternatives. 

Designers of Audi e-tron 55 quattro placed the DSM display device in the door structure. These 

displays are optically lower in comparison with conventional side mirrors. Thorough testing of 

the car revealed that where the driver’s left hand is in the positions L9-L10 on the steering 

wheel, there is a higher risk that the display of the left side mirror is hidden from the driver’s 

view by his hand when driving (Fig. 2). This structural solution presents one possibility of 

positioning DSM displays in the car cabin. As practice shows, drivers are unwilling to change 

their routines when driving. Accordingly, to be comfortable, drivers will most often lean with 

their left hand on the armrest in the door or directly on the edge of the door window (Fig. 3) 

(PENG et al. 2017), (SMITH et al. 2015). 
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Fig.2 Hand position L10 (on the left side) and L9 (on the right side) with lean hand on the 

edge of the door window in Audi e-tron 55 quattro 

 

RESULTS AND DISCUSSION 

Table (Tab. 2) illustrates percentage frequencies of the individual hands positions on the 

steering wheel for the interviewed men. In turn, table (Tab. 3) provides percentage frequencies 

of the individual hands positions on the steering wheel for the interviewed women. Both tables 

show that both women and men did not use the positions L6, R12 and R1 during the tested 

drive. Contrariwise, the positions L9, L10, R2 and R3 were most frequent for both sexes. 

Tab. 2 Percentage representation of driver grips in men during tests 

Left hand L6 L7 L8 L9 L10 L11 L12 
No 

hand 
Σ 

Percentage 

frequency 
0.0 % 7.5 % 7.5 % 30.0 % 30.0 % 7.5 % 2.5 % 15.0 % 100.0 % 

Right 

hand 
R12 R1 R2 R3 R4 R5 R6 

No 

hand 
Σ 

Percentage 

frequency 
0.0 % 0.0 % 20.0 % 15.0 % 10.0 % 5.0 % 2.5 % 47.5 % 100.0 % 

 

Tab. 3 Percentage representation of driver grips in women during tests 

Left hand L6 L7 L8 L9 L10 L11 L12 
No 

hand 
Σ 

Percentage 

frequency 
0.0 % 7.5 % 10.0 % 27.5 % 42.5 % 2.5 % 5.0 % 5.0 % 100.0 % 

Right 

hand 
R12 R1 R2 R3 R4 R5 R6 

No 

hand 
Σ 

Percentage 

frequency 
0.0 % 0.0 % 22.5 % 15.0 % 15.0 % 7.5 % 5.0 % 35.0 % 100.0 % 
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The figure (Fig. 3) provides an overview in percentage terms of grips by the left hand for both 

sexes, with highlighted positions L9 and L10. Apparently, more than 36% of the interviewed 

drivers, when driving, place their left hand in a position that may prevent a direct view of the 

left DSM in Audi e-tron. This position is seconded by the position L9, used more than 28 % of 

the drivers. 

 

 

Fig. 3 Grips by the left hand for both sexes 

 

A Pivot Table (Tab. 4) was created to serve the purpose of testing the hypothesis whether there 

exists a statistically significant difference in the hands positions on the steering wheel in a way 

that prevents a direct view of DSM displays between men and women. The Pivot Table has one 

degree of freedom and determines how drivers hold the steering wheel with their left hand 

during the tested situation, i.e. whether the driver’s left hand is in the position L9 or L10 or in 

another position. 

Tab. 4 Relation between men and women for positions L9 and L10 

 L9 or L10 Other position Σ 

Women 28 12 40 

Men 24 16 40 

Σ 52 28 80 

 

To evaluate the dependency of the hands position on the steering wheel in a tested traffic 

situation (Tab. 5), the value Χ2 (0.8791) was calculated on the level of significance (0.05), lower 

than the critical value (3.8415), which does not confirm the hypothesis that there exists a 

statistically significant difference in the hands positions on the steering wheel in a way that 

prevents a direct view of DSM displays between men and women during driving. 
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Tab. 5 Statistical results 

Degrees of 

freedom 

Χ2 

 
Critical value 

Significance 

Level 

Degree of 

dependency 

2 0.8791 3.8415 0.05 None 

 

CONCLUSION 

In this study, a large amount of valuable primary data was obtained from a group of respondents 

from the Czech Republic, which may be interesting in terms of possible comparisons with other 

statistics that could be obtained from respondents with different parameters, or from other 

countries.  

Results of the present research show that 65 % drivers hold the steering wheel in a way that 

may affect safety when driving in Audi e-tron equipped with DMS technology. The proportion 

between safety and comfort varies from driver to driver and is individual for everyone. 

However, as practice shows, drivers are unwilling to change their routines when driving. This 

fact leads us to believe that a shift from conventional mirrors to DSM will influence the driver’s 

overall wellbeing.  

The hypothesis whether there exists a statistically significant difference in the hands positions 

on the steering wheel in a way that prevents a direct view of DSM displays in Audi e-tron 

between men and women was not confirmed. 

Since Audi e-tron is equipped with DSM displays fitted in the right door in a positional 

analogous to that in the left door, research into the behaviour and habits of drivers in right-hand 

traffic might be of certain interest.   

Variations of hands positions on the steering wheel in right-hand and left-hand traffic have been 

researched in plentiful studies (HRUŠKA et al. 2019), (KŮRKA & HRUŠKA 2019). 

The results presented in this paper could serve as a basis for future research to further refine the 

above findings. In addition, the present research may facilitate the design process of DSM 

systems.   
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Abstract 

The article is focused on the analysis of available chainsaw chains.  The chains were chosen on 

the basis of the most used types for medium-heavy mining chainsaws. The evaluation was 

carried out on the basis of energy intensity of individual chainsaw chains. 3 feed speeds, 3 

cutting speeds and two wood species (beech and spruce) were chosen for the measurements. 

Based on the measured data, the results were processed using the STATISTICS program 12. 

 

Key words: Chainsaw chain, energy intensity, catting speed  

 

 

INTRODUCTION 

 

Nowadays, saw chains (figure 1) with planing tooths are used. A cutter has two plates - the side 

cutting edge and the top cutting edge. They form a 90-degree angle. The tooth removes a chip 

of a fixed thickness determined by the difference in height between the depth limiter and the 

top cutting edge. The peripheral speed of cutter saw chains depends on the type of machine and 

cutting mechanism 15 to 20 m. s-1 (Kováč and Krilek 2012).  

 
Fig. 1 Parts of a cainsaw chain. 

Guide bar  

A guide bar is the principal component of a chain saw bearing all external loads affecting the 

chain cutting mechanism when sawing. Increased attention is paid to the shape of the guide bar 

which has a great impact on the productivity and safety of the whole mechanism. Guide bars 

consist of four main parts: a mounting section, a top part, a bottom part and a tip. Most bars 

vary in size and shape and are adapted to their use (Kováč et al. 2013). The hardness of tree 
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species affects some extent the process of blunting of a tool, thus causing gradual changes in 

the intensity of cutting force and the necessary input cutting power. 

 

MATERIALS AND METHODS 

 

The experiment took place in TUZVO workshops with experimental equipment. The cutting 

mechanisms of the chainsaws were attached using jigs. Using the designed measuring chain, 

the decrease in cutting speed as well as the magnitude of the torque were monitored. 

 

 
 

Fig. 2 Experimental device with a jig for holding the cutting mechanism of a STIHL chainsaw 

1-sample material, 2 - trolley ensuring movement into the cut, 3 - jig for holding the cutting 

mechanism of the chainsaw, 4 - tank with oil, 5 - torque and speed sensor HBM T20 WN, 

 

 

The brands of chainsaws STIHL and HUSQVARNA were chosen for the experiments, they are 

the most used brands of chainsaws in Slovakia. The types of chainsaws were medium-heavy 

mining saws STIHL MS 261 and HUSQVARNA XP 550. Chains (Table1) and bars were used 

types recommended by the manufacturer, also used oils for chain lubrication. 

 

Table 1 Chainsaw chains 

Chain 
Pitch Gauge  

Length of 

guide bar (cm) 
Husqvarna H21 064E X .325 1.5 38 

Oregon 73DP056E 

 
3/8 1.5 38 

Oregon 21BPX064E 

 
.325 1.5 38 

Oregon 73LPX 

 
3/8 1.5 38 

Oregon 73LPX056E 

 
3/8 1.5 38 

Husqvarna H25 064E X 

 
.325 1.5 38 
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Stihl Oilomatic duro RD3 

 
.325 1.6 37 

Stihl oilomac RSC 

 
3/8 1.6 37 

Stihl Oilomatic RMC 

 
.325 1.6 37 

Stihl Oilomatic RS 

 
.325 1.6 37 

Stihl oilomatic RSC 

 
.325 1.6 37 

Husqvarna H42 068E X 

 
3/8 1.5 38 

 

 
Fig. 3 HBM T20WN torque and speed rate sensor 

 

The HBM T20W strain gauge was used to measure torque and speed (Figure 3). The sensor is 

protected by two original flexible bellows couplings, which protect the sensor against 

deviations and throws caused by misalignment of the shafts and limit the transmission of torque 

to 60 Nm. 

 

    Tab. 2 Basic characteristics of the HBM T20WN sensor 

Parameter Unit Value 

Nominal torque Nm 20 

Maximum torque load Nm 60 

Destructive torque load Nm 108 

Nominal sensitivity V 10 

Sensitivity tolerance % 0.2 

Linearity error % <±0.1 

Relative error related to the change of the output signal % <0.05 
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RESULTS AND DISCUSSION 

According to Table 3, the type of chainsaw chain is statistically significant, i.e. it affects the 

size of the power (Figure 4). The purpose of this analysis is to determine the effect of the chain 

and its interaction with the remaining factors. As we can see in the table, the two-factor 

interactions of the chainsaw chain with other factors are significant, as well as the three-factor 

interactions of the chain - wood - feed speed (Figure 7) and chain - wood - cutting speed (Figure 

8). Of the monitored graphs, the most statistically significant influence is wood, feed speed, 

cutting speed and finally the type of chain.  

 

Tab. 3 Basic table of multifactor analysis of power for chain, wood, feed and cutting speed  

 sum of 

squares 

Degree of 

freedom 

Sample of 

variance 

F- test p – value 

(sign. level) 

Overall average 
 

620771128 1 620771128 155141.0 0.000000 

Chain 
 

6400624 11 581875 145.4 0.000000 

wood 
 

7847222 1 7847222 1961.2 0.000000 

vf 
 

37198762 2 18599381 4648.3 0.000000 

vc 
 

8638320 2 4319160 1079.4 0.000000 

Chain*Wood 
 

1487938 11 135267 33.8 0.000000 

Chain*vf 
 

1283080 22 58322 14.6 0.000000 

Wood*vf 
 

818307 2 409153 102.3 0.000000 

Chain*vc 
 

826394 22 37563 9.4 0.000000 

Wood*vc 
 

15456 2 7728 1.9 0.145456 

vf*vc 
 

8770 4 2192 0.5 0.700579 

Chain*Wood*vf 
 

341847 22 15538 3.9 0.000000 

Chain*Wood*

vc 
 

139914 22 6360 1.6 0.041336 

Chian*vf*vc 
 

188117 44 4275 1.1 0.354151 

Wood*vf*vc 
 

16032 4 4008 1.0 0.405621 

Chain*Wood*vf*v

c 
 

168463 44 3829 1.0 0.553369 

residuum (error) 
 

4321443 1080 4001   

vc – cutting speed . vf . feed speed 

 

Figure 4 shows the effect of chain type on the resulting performance. The RD1 chain (Stihl 

Rapid Duro, with pitch .325 ) shows an extreme where the average values are much higherthan 

other chainsaw chains. According to the graph. the most efficient chain is 73 LPX (Oregon, 

with pitch 3/8) 
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Fig. 4 95% confidence intervals for mean power values depending on the type of chain 
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Fig. 5 95% confidence intervals for mean power values depending on chain type and feed 

speed 
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Fig. 6 95% confidence intervals for mean power values depending on chain type and cutting 

speed 
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Fig. 7 95% confidence intervals for mean power values depending on the type of chain and 

sliding speed and wood 
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Fig. 8 95% confidence intervals for mean power values depending on chain type and cutting 

speed 

 

Various methods and devices have been proposed for the research of the cross-cutting process. 

MACIAK (20015) in his work used a complete chainsaw which was fixed to the table and the 

workpiece made a feed to the cut. OTTO and PARMIGIANI (2015) used a test apparatus where 

a guide bar with a saw chain and a sprocket was used. For our experiments. we used the entire 

cutting mechanism (engine block, oil pump, clutch drum, sprocket, guide bar, chain, tensioning 

device) which is mounted on the experimental device. We consider the advantage over work 

where a complete chainsaw is mounted (MACIAK. 2015) that we can precisely set the speed 

(cutting speed) in our solution. The test apparatus where only the guide bar with the sprocket is 

mounted (Otto and PARMIGIANI. 2015) is in principle similar to our apparatus. but because 

we used the whole cutting mechanism, we were able to describe its overall impact on the sawing 

process. 

 

CONCLUSION 

 

When sawing with a saw chain, the guide bar slides smoothly into the cut. If the chain speed or 

feed rate is disproportionate, the chain may jam or, in extreme cases, rupture or damage the 
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cutting mechanism. Therefore, a sufficient speed of the chain must be ensured. which will 

ensure the cutting speed and thus a smooth movement into the cut. The influence of the 

chainsaw chain on performance, where the power values were with small differences, just for 

the Stihl RD chain with a division of .325. there was an extreme in all variations of other 

parameters and the power jumped high compared to other chains. 

 

The paper was written within the project: 1/0609/20" Research of the cutting tools at the 

dendromass processing in agricultural and forestry production.". 
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Abstract 

In Papua Province of Indonesia, forests areas play an important role as a natural habitat of sago 

palm that grows ecologically in the moist upland rainforest, freshwater, peat lands, swamps or 

salty areas of tropical lowlands. However, limited studies have examined this palm in one of 

the Regencies of Papua Province, namely Merauke Regency. In this study, we performed re-

motely sensed data imagery and supervised classification to evaluate land cover changes from 

1990 to 2019. The six classes of the natural forest consists of primary dry land forest, secondary 

dryland forest, primary mangrove forest, secondary mangrove forest, primary swamp forest and 

secondary swamp forest; thus fifteen classes of non-forested area. Concerning the sago palm 

habitat, our study evaluated two different categories (1) based on the land cover scheme from 

the Ministry of Environment and Forestry and (2) according to peatland land cover ecosystem 

in Papua. Based on paired samples t-test, the result indicated statistically significant changes 

specifically at primary dry land, grassland and swamp forest. Twelve from 20 districts of 

Merauke Regency tend to lose the forecasted natural habitat of sago palm. 

 

Key words: Merauke Regency, forested area, sagu palm habitat, t-test. 

 

INTRODUCTION 

Sago palm, scientifically known as Metroxylon sagu Rottb, is one of the ecological tree species 

that grows in Indonesia particularly in Papua and West Papua (Karim, A.A.; Tie, A.P.-L.; Ma-

nan, D.M.A.; Zaidul, I.S.M., 2008). The palm has tremendous advantages to support the food 

sector, bioethanol (Jonatan, N.J.; Ekayuliana, A.; Dhiputra, I.M.K.; Nugroho, Y.S, 2017; Than-

gavelu, S.K.; Rajkumar, T.; Pandi, D.K.; Ahmed, A.S.; Ani, F.N.,2019) as a raw material for 

agro industry and other aspects of sago (Singhal, R.S.; Kennedy, J.F.; Gopalakrishnan, S.M.; 
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Kaczmarek, A.; Knill, C.J.; Akmar, P.F., 2008). This palm rises well in freshwater such as in 

Jayapura and  in swamps or salty areas of tropic lowlands for example in Merauke regency. 

Merauke regency encompasses twenty districts namely Ulilin, Muting, Kaptel, Ngguti, Ilwa-

yab, Tabonji, Waan, Kimaam, Tubang, Okaba, Malind, Kurik, Animha, Elikobel, Jagebob, 

Tanah miring, Semangga, Sota, Naukenjerai and Merauke. The capital of regency is located in 

Merauke. This regency has a total area of around 4.851.715 ha and is well known as the regency 

with the largest area in Papua Province. Merauke regency is also a leader of the top three pad-

dies providers with about 91.47% of paddy production over Papua Province (BPS, 2020). 

Current satellite imagery has been explored extensively for mapping and monitoring land cover 

changes, using Landsat (Liping, C.; Yujun, S.; Saeed, S., 2018), Moderate Resolution Imaging 

Spectroradiometer (MODIS) (Wei, B.; Xie, Y.; Wang, X.; Jiao, J.; He, S.; Bie, Q.; Jia, X.; Xue, 

X.; Duan, H.,2020) and others openness of data satellite. Furthermore, due to a broad range of 

suitable spectral bands, very high resolution, and accessibility with various computer-aided 

software, for instance, System for Automated Geoscientific Analyses (SAGA) (Cando-Jácome, 

M.; Martínez-Graña, A., 2019) Quantum Geographic Information System (Qgis) (Jakimow, B.; 

van der Linden, S.; Thiel, F.; Frantz, D.; Hostert, P.,2020), and other platforms such as Google 

Earth (Stromann, O.; Nascetti, A.; Yousif, O.; Ban, Y.,2019) has been improved the use of 

remotely sensed data. The long term series of Landsat has been demonstrated successively to 

monitor land cover changes because of land degradation (Venter, Z.S.; Scott, S.L.; Desmet, 

P.G.; Hoffman, M.T.,2020) to investigate land cover changes as a result of some variables such 

as urban expansion (Zhang, Y.; Zhao, H.,2020), and deforestation (Fortin, J.A.; Cardille, J.A.; 

Perez, E.,2020). It continues to measure forest carbon stock (Ma, W.; Domke, G.M.; Woodall, 

C.W.; D’Amato, A.W.,2020) biodiversity (Rigge, M.; Homer, C.; Cleeves, L.; Meyer, D.K.; 

Bunde, B.; Shi, H.; Xian, G.; Schell, S.; Bobo, M.,2020) and other land cover changes. Altho-

ugh some studies have focused on monitoring land cover changes of Indonesia in general, we 

found studies applying remote sensing to evaluate swamp forest land cover changes and its 

impact to natural habitat in this location are still unreported (Uda, S.K.; Hein, L.; Sumarga, 

E.,2017) Therefore this paper aims (1) to achieve the current land cover maps for the Merauke 

Regency in Papua Province of Indonesia, (2) to evaluate land cover changes. To deal with these 

objectives, we combined existing land cover maps that we obtained from the Ministry of Envi-

ronment and Forestry (MoEF), and Landsat imagery to create new land cover maps. Thus we 

also applied statistical analysis to analyse the significant change of sago palm habitat based on 

their land cover. Our findings provide current land cover maps and the evaluation of land cover 
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map changes over time which can be used to support decision making of the local Government 

for managing and conserving natural resources. 

 

MATERIALS AND METHODS 

 

The study was carried out in Merauke Regency (137°38'52.9692"E - 141°0'13.3233"E and 

6°27'50.1456"S - 9°10'1.2253"S; Figure 1), which is located on the Southern part of Papua 

Province. 

 

Fig. 1 Geographical position of study area. Study area has boundaries with Mappi and Boven-

Digoel Regency at the north, the Arafuru Ocean to the South and West, PNG to the East 

 

The data used in this study consists of two types of data including secondary data and remotely 

sensed data. Several secondary data such as the type of forest, area of forest by function, were 

contributed by Government agencies i.e. Plantation and Forestry also Statistics agencies 

through their catalogues: Papua Province in figure 2020 (Number of catalogue: 1102002.94) 

(BPS, 2020), and Merauke in figures 2020 (Number of catalogue: 1102002.9401) (BPS, 2020). 

Existing land cover maps for 1990, 1996, 2003, 2006, 2011, and 2014 were published on 

webgis.menlhk.go.id. The provincial boundary spatial data were acquired from The Regional 

Development Planning Agency (BAPPEDA) of Papua Province that we used as supporting 

data. Land cover classes of Indonesia and the description are referred to The Ministry of Envi-

ronment and Forestry (MoEF), which includes Standardization Agency of Indonesia (B.S.N.) 

specifically S.N.I. 8033:2014. The land cover is classified into twenty-three classes that consists 

of 6 classes of forests, one plantation of the forest, 16 classes of non-forests. To achieve remo-

tely sensed data, we used Landsat multispectral images that since 1972 has provided sensor 

186



 International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Multispectral Scanner Systems (MSS)/Return Beam Vidicon (RBV) (1972/1978), 

MSS/Thematic Mapper (TM) (1982/1984), Enhanced Thematic Mapper (ETM+) (1993/1999) 

and Operational Land Imager/Thermal InfraRed Scanner (OLI/TIRS) (2013). In this study we 

applied Landsat 7 ETM + and Landsat 8 OLI/TIRS (L1T) multispectral images covering the 

study area. The L-1Terrain (L1T) product will automatically correct their geometrics and radi-

ometric based on inputs from the sensors as well as the Ground Control Point (G.C.P.) and 

Digital Elevation Models (D.E.M.). We obtained freely for the years 2000, 2009, 2015, 2016, 

2017, 2018, and 2019 (E.T.M. + and OLI/TIRS), with 30m of the resolution, 705km of altitude 

and less than 50% cloud cover. To reduce this cloud cover, we combine multitemporal Landsat 

images from two seasons of Papua, were appropriately selected from Figure 2. For image clas-

sification, firstly the actual land cover maps from MoEF (1990, 1996, 2003, 2006, 2011, 2014, 

and 2017) were clipped and overlaid on Landsat imagery at the same year. During this process 

we looked at the entire map and made corrections wherever it was needed. Afterwards, super-

vised classification was applied (Alonso-Sarria, F.; Valdivieso-Ros, C.; Gomariz-Castillo, F., 

2019) training samples were selected by delineating polygons at characteristics sites. 

 
Fig. 2 The study area: Landsat imagery path and row scenes 

 

We chose 15 of each class as the training data; at this procedure, we also compared each class 

that was collected in the fields by means of G.P.S. The accuracy assessments of the image 

classification were done as an integral part of the image classification process using QGIS. 

Next, we developed land cover maps for other years (2000, 2009, 2015, 2016, 2018, 2019) by 

analysing the supervised classification result and the existing land cover maps. Since the visual 

interpretation should be more standardised, we complied to the Ministry of Environment and 

Forestry scheme (MoEF, 2015) which included the Indonesia National Standard (S.N.I.), par-

ticularly SNI 8033:2014 that allows us to recognise the image through structure, texture, shape, 
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pattern and colour; at the same time grants land cover classification in Indonesia. At the final 

step, we validated the land cover maps by using a geographic browser which is Google Earth 

Pro (Gilani, H.; Shrestha, H.L.; Murthy, M.S.R.; Phuntso, P.; Pradhan, S.; Bajracharya, B.; 

Shrestha, B.) that provides higher resolution of satellite imagery. We ensured that checkpoints 

were spread throughout the study area and expressed all land cover classes; nonetheless these 

numbers were selected in a different amount due to the possibility of high resolution images. 

To designate the statistical significance in all analyses, a p-value of less than 0.05 was used. 

Statistical analysis was performed using IBM SPSS statistics version 25 (IBM Corp.,Armonk, 

NY, USA). In this study a t-test was performed to examine the means of land cover for the 

general characteristics of the site and whether the natural habitat of sago palm has significantly 

changed over the period of the study or not.  

 

 

RESULTS AND DISCUSSION 

Recent Land cover maps from 1990 to 2019 are presented in Figure 3; we made 13 years of 

land cover maps in this regency, consisting of land cover maps in 1990,1996,2000, 

2003,2006,2009, 2011 and from 2014 to 2019. Twenty-one land cover categories were identi-

fied: (1) 6 classes of the natural forest included primary dry land forest, secondary dryland 

forest, primary mangrove forest, primary swamp forest, secondary mangroves forest, secondary 

swamp forest; (2) 15 classes of non-forest consisting of swamp shrub, swamp, bush/shrub, es-

tate crop plantation, settlement area, barren land, clouds, grassland, water body, dryland ag-

riculture, shrub mixed dryland, paddy field, fish pond, airport, transmigration area (Figure 3). 

In 1990, Merauke regency was covered by the natural forest around 2.440.396 ha or approxi-

mately 50.3% (figure 4) of the total area of this regency compared to non-forest of about 

2.411.319 ha or 49.70% of total area. However in 2019 the Regency was covered by non fores-

ted area for about 2.767.158 ha or 57.03% of the entire site.  
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Fig. 3 Merauke Regency land cover maps in 1990, 1996, 2000, 2003, 2006, 2009, 2011 and 

from 2014 to 2019 

 
Fig. 4 Percentage of non-forest and natural forest land cover changes during 29-years 

We evaluated the natural habitat of sago palm based on the land cover changes of the regency. 

We used two different categories i.e. (1) based on the Ministry of Environment and Forestry 

land cover schemes and (2) peatland land cover ecosystem of Papua (Papua Province, 2017). 

In (MoEF,2015) it predicts two typical habitats of the sago palm namely primary swamp fo-

rest and secondary swamp forest. Other natural ecosystems were forecasted i.e. dryland forest, 

bush/shrub, swamp, swamp shrub, and savanna/grassland (Papua Province, 2017 pp.1-2), the 

local community usually utilises this peat ecosystem to find fish, or to plant and harvest sago 

palm (Papua Province, 2017 p.59). Here, we assessed statistically twenty districts of Merauke 

regency, with N, i.e. primary dry land forest, secondary dryland forest, primary swamp forest, 

secondary swamp forest, bush/shrub, grassland, swamp shrub, swamp; as shown by table 1 

using the paired samples t-test for the year 1990 and 2019. We used this result to examine the 

significant changes of the various natural sago palm ecosystems in Merauke Regency as well 

as to support our second aim of this study. 
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Tab. 1 Land cover changes from the natural habitat of sago (1990 and 2019)  
LC 1990 2019 p-value 

Primary dryland 34.736,82 ±71.532,46 (0,00 , 315.111,00) 27.686,42 ± 67.227,85(0 , 299.073,00 ) 0.015 

Secondary dryland 31.902,33 ±38.007,26 ( 1,02 , 118.800,00 ) 33.604,22 ± 39.934,11(0 , 112.000,00 ) 0.313 

Primary swamp forest 17.126,28 ±23.169,16 (1.276,23 ,107.615 ) 10.271,99± 8.519,85(531,72 , 24.711,10 ) 0.107 

Secondary swamp forest 26.555,19±24.072,41 (4.668,14, 94.925,10 ) 18.590,47± 23.439,27(949,07 , 105.92) 0.152 

Bush/shrub 3.597,31 ± 6.055,62 (0 ,24.048,80 ) 8.923,07 ± 16.655,05(0 , 63.317,30 ) 0.081 

Grassland 23.585,31 ± 36.748,43 (0 , 111.643,00 ) 35.202,67 ± 42.540,96 (0 , 152.745,00 ) 0.002 

Swamp shrub 46.503 ± 52.913,31 (51,08 , 181.539,00) 45.045,15±50.975,60(51,08 , 190.427 ) 0.723 

Swamp 19.197,62 ± 16.473,24 (79,92 , 62.207,50) 25.707,58 ± 17.481,00(34,41, 68.235,40) 0.007 

 

CONCLUSIONS 

The study has produced recent land cover maps in MeraukeRegency from 1990 to 2019 using 

remote sensing techniques and supervised classification. Merauke Land cover consists of 

twenty one classes which are classified into six classes of natural forest and fifteen classes of 

non-forested area. Our analysis of land cover map presented the largest declines mostly 

occurred in natural forest, namely primary dryland forest, secondary dryland forest, primary 

mangrove, secondary mangrove, primary swamp forest and only secondary swamp forest has 

slight increased by about +0.03% over time. According to the natural habitat of sago palm, we 

evaluated eight possible ecosystems namely dryland, bush/shrub, grassland, swamp shrub, 

swamp, and swamp forest using paired sample t-test. The result indicated statistically signifi-

cant changes specifically at primary dry land (p-value = 0.015), grassland (p-value = 0.002) and 

swamp (p-value = 0.007). We also analysed these areas in twenty districts of Merauke Re-

gency.Our findings confirmed that 12 districts from 20 districts of Merauke Regency tend to 

lose the natural habitat of sago palm, while only 1 district remains unchanged. Nonetheless 

these particular ecosystems are beneficial to support local community life for example planting 

and harvesting sago palm. Therefore these outcomes could be integrated within decision ma-

kers, stakeholders to evaluate and to establish government development plans. 

 

ACKNOWLEDGMENT 

This study is part of on-going research being undertaken for PhD work of the first author. The 

first author is deeply grateful to Indonesia Endowment Fund for Education (LPDP-Indonesia) 

for funding and supporting her PhD study. R.C.P is also supported by the grant EVA 4.0 no. 

CZ.02.1.01/0.0/0.0/16_019/0000803 financed by the OPRDE-Ministry of Education of the 

Czech Republic. 

 

190



 International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

REFERENCES 

1. Alonso-Sarria, F.; Valdivieso-Ros, C.; Gomariz-Castillo, F. Isolation Forests to Evaluate 

Class Separability and the Representativeness of Training and Validation Areas in Land 

Cover Classification. Remote Sensing2019, 11, 3000, doi:10.3390/rs11243000. 

2. BPS, Papua Province in Figures 2020. BPS-Statistics of Papua Province2020. 

3. BPS, Merauke Regency in Figures 2020. BPS-Statistics of Merauke Regency 2020 

4. Cando-Jácome, M.; Martínez-Graña, A. Determination of Primary and Secondary Lahar 

Flow Paths of the Fuego Volcano (Guatemala) Using Morphometric Parameters. Remote 

Sensing2019, 11, 727, doi:10.3390/rs11060727 

5. Enping; Yunlin; Hui; Guangxing; Dengkui Improving the Estimation of Forest Carbon Den-

sity in Mountainous Regions Using Topographic Correction and Landsat 8 Images. Remote 

Sensing2019, 11, 2619, doi:10.3390/rs11222619. 

6. Fortin, J.A.; Cardille, J.A.; Perez, E. Multi-sensor detection of forest-cover change across 

45 years in Mato Grosso, Brazil. Remote Sensing of Environment2020, 238, 111266, 

doi:10.1016/j.rse.2019.111266. 

7. Gilani, H.; Shrestha, H.L.; Murthy, M.S.R.; Phuntso, P.; Pradhan, S.; Bajracharya, B.; 

Shrestha, B. Decadal land cover change dynamics in Bhutan. Journal of Environmental 

Management2015, 148, 91–100, doi:10.1016/j.jenvman.2014.02.014. 

8. Jonatan, N.J.; Ekayuliana, A.; Dhiputra, I.M.K.; Nugroho, Y.S. The Utilization of Metro-

xylon Sago (Rottb.) Dregs for Low Bioethanol as Fuel Households Needs in Papua Province 

Indonesia. KLS2017, 3, 150, doi:10.18502/kls.v3i5.987. 

9. Jakimow, B.; van der Linden, S.; Thiel, F.; Frantz, D.; Hostert, P. Visualizing and labeling 

dense multi-sensor earth observation time series: The EO Time Series Viewer. Environ-

mental Modelling & Software2020, 125, 104631, doi:10.1016/j.envsoft.2020.104631. 

10. Karim, A.A.; Tie, A.P.-L.; Manan, D.M.A.; Zaidul, I.S.M. Starch from the Sago ( Metroxy-

lonsagu ) Palm TreeProperties, Prospects, and Challenges as a New Industrial Source for 

Food and Other Uses. Comprehensive Reviews in Food Science and Food Safety2008, 7, 

215–228, doi:10.1111/j.1541-4337.2008.00042.x. 

11. Liping, C.; Yujun, S.; Saeed, S. Monitoring and predicting land use and land cover changes 

using remote sensing and GIS techniques—A case study of a hilly area, Jiangle, China. 

PLoS ONE2018, 13, e0200493, doi:10.1371/journal.pone.0200493. 

12. Ma, W.; Domke, G.M.; Woodall, C.W.; D’Amato, A.W. Contemporary forest carbon dy-

namics in the northern U.S. associated with land cover changes. Ecological Indicators2020, 

191



 International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

110, 105901, doi:10.1016/j.ecolind.2019.105901. 

13. MoEF, National Forest Reference Emission Level for Deforestation and Forest Degra-

dation: In the Context of Decision 1/CP.16 para 70 UNFCCC (Encourages developing 

country Parties to contribute to mitigation actions in the forest sector), Published by DG-

PPI MoEF Indonesia 2015. 

14. Papua Province. RREG Papua Province 2017-2020, Peatland Restoration Agency, Papua 

Province. Jakarta, Republic of Indonesia, 2017; pp. 1-2, p. 59.  

15. Rigge, M.; Homer, C.; Cleeves, L.; Meyer, D.K.; Bunde, B.; Shi, H.; Xian, G.; Schell, S.; 

Bobo, M. Quantifying Western U.S. Rangelands as Fractional Components with Multi-Re-

solution Remote Sensing and In Situ Data. Remote Sensing2020, 12, 412, 

doi:10.3390/rs12030412. 

16. Singhal, R.S.; Kennedy, J.F.; Gopalakrishnan, S.M.; Kaczmarek, A.; Knill, C.J.; Akmar, 

P.F. Industrial production, processing, and utilization of sago palm-derived products. Car-

bohydrate Polymers2008, 72, 1–20, doi:10.1016/j.carbpol.2007.07.043. 

17. Stromann, O.; Nascetti, A.; Yousif, O.; Ban, Y. Dimensionality Reduction and Feature Se-

lection for Object-Based Land Cover Classification based on Sentinel-1 and Sentinel-2 

Time Series Using Google Earth Engine. Remote Sensing2019, 12, 76, 

doi:10.3390/rs12010076. 

18. Thangavelu, S.K.; Rajkumar, T.; Pandi, D.K.; Ahmed, A.S.; Ani, F.N. Microwave assisted 

acid hydrolysis for bioethanol fuel production from sago pith waste. Waste Ma-

nagement2019, 86, 80–86, doi:10.1016/j.wasman.2019.01.035. 

19. Uda, S.K.; Hein, L.; Sumarga, E. Towards sustainable management of Indonesian tropical 

peatlands. Wetlands Ecol Manage2017, 25, 683–701, doi:10.1007/s11273-017-9544-0. 

20. Venter, Z.S.; Scott, S.L.; Desmet, P.G.; Hoffman, M.T. Application of Landsat-derived ve-

getation trends over South Africa: Potential for monitoring land degradation and restoration. 

Ecological Indicators2020, 113, 106206, doi:10.1016/j.ecolind.2020.106206. 

21. Wei, B.; Xie, Y.; Wang, X.; Jiao, J.; He, S.; Bie, Q.; Jia, X.; Xue, X.; Duan, H. Land cover 

mapping based on time‐ series MODIS‐ NDVI using a dynamic time warping approach: A 

casestudy of the agricultural pastoral ecotone of northern China. Land Degrad Dev2020, 

ldr.3502, doi:10.1002/ldr.3502. 

22. Zhang, Y.; Zhao, H. Land–Use and Land-Cover Change Detection Using Dynamic Time 

Warping–Based Time Series Clustering Method. Canadian Journal of Remote Sen-

sing2020, 46, 67–83, doi:10.1080/07038992.2020.1740083. 

192



 International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

 

 

Corresponding author: Sri Murniani Angelina Letsoin, ST., M.Eng., Department of Mechanical En-

gineering, Faculty of Engineering, Czech University of Life Sciences Prague, Kamýcká 129, Praha 6, 

Prague, 16521, Czech Republic, phone: +420776569772, e-mail: letsoin@tf.czu.cz 

193



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Distance measuring in vineyard row using ultrasonic and optical sensors 

 

D. Marko1 

1Department of Electrical Engineering, Automation and Informatics, Faculty of Engineering, 

Slovak University of Agriculture in Nitra 

 

Abstract 

This article deals with measuring the distance in a vineyard row using ultrasonic and optical 

sensors. Previous research has dealt only with static measurements in which they tested the 

accuracy and repeatability of measurements and beam angles of sensors on static targets. Their 

conclusions were that these types of sensors are useful for measuring distance from plants, but 

their declared measurement parameters are degraded. However, plants, particularly vines are 

inhomogeneous over their area and to verify the usability of sensors to continuously measure 

the distance along the entire length of the row in motion, it is necessary to test the sensors 

dynamically. We tested 3 different sensors – two ultrasonic and one optical without and using 

smoothing filters. We used a Kalman filter and moving average algorithms. JSN-SR04T-2.0 

and VL53L1X sensors with filtering reached 100% of the values in chosen the tolerance of 0.4 

m. However, the VL53L1X optical sensor was only usable up to 1.2 m. The last sensor HC-

SR04 proved to be the most sensitive to gaps in the vineyard and is therefore the least suitable 

for this purpose. Sensor JSN-SR04T-2.0 came out as best with data variance 0.0544 m2 and 

measuring range 3.2 m. 

 

Key words: distance measuring, vineyard, ultrasonic, laser, sensor, Kalman filter, moving 

average 

 

INTRODUCTION 

With an increasing demand for automation in every sector, including agriculture, there is a need 

for development and improvement of measurement quality. In the field of mobile robotics, a 

reliable position data are crucial for correct operation of mobile robots. Distance sensors 

provide actual position data to the robots. The right sensors have to be chosen for this task. 

So far, ultrasonic and optical sensors have been tested for measuring distance from plants only 

in static conditions. Escolà et al. (2011) carried out static measurements with industrial sensor 

in apple orchard. The average error was ±5.11 cm. They attributed it to possible interaction 

between ultrasonic waves and canopy. Most times a single leaf is not enough to generate enough 
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echo due to its reduced dimensions and/or to its orientation.  According to them, to measure a 

correct distance, the sensor needs to detect a group of leaves approximately placed in the same 

vertical plane. Gamarra-Diezma et al. (2015) tested more powerful industrial ultrasonic sensor 

with 28° cone angle, measuring distance from olive trees, in this scenario the cone angle was 

reduced to 20°. Al Saddik et al. (2018) and Feret et al. (2008) measured optical properties of 

leaves of different plants including grapevine and found that biggest reflectance from leaves is 

in the near infrared (NIR) region ranging from 50 to 55 %. This assumes successful function of 

optical sensors with NIR emitters for this task. However, mobile robots require sensors which 

are able to deliver reliable distance data and therefore testing of sensors in motion is required. 

In this article we will be comparing three of commonly available distance sensors – two 

ultrasonic and one optical. Further, we will utilize smoothing filters to improve the sensors 

outputs. 

 

MATERIALS AND METHODS 

Measurements will be carried out with Arduino Mega 2560 microcontroller which supports 

communication protocols for each of tested sensors. Obtained sensor data will be sent from the 

microcontroller to MATLAB for further filtering with chosen smoothing filters algorithms. 

Ultrasonic sensors 

Main benefits of ultrasonic sensors are unaffected operation by sunlight or dark material. 

However, acoustically soft materials like cloth can be difficult to detect (Burnett, 2017). There 

sensors work on principle transmitting series of ultrasonic pulses and detecting their reflection. 

From elapsed time the distance is calculated. 

HC-SR04 

HC-SR04 sensor features separate transmitter and receiver. Datasheet recommends to object to 

be detected should have at least 0.5 m2 and be as smooth as possible, otherwise, it will affect 

the results of measuring (Cytron Technologies, 2013). According to Fads to Obsessions (2020) 

tests the sensor’s beam angle is only 20° at 1.2 m distance, so we can expect even more apparent 

differences between both ultrasonic sensor measurements. 

JSN-SR04T-2.0 

JSN-SR04T-2.0 sensor has separate closed waterproof cable probe and strong anti-interference 

(JahanKit Electronic, 2019). Sensor module allows using three different serial communication 

modes. In testing we will be using mode which sends already calculated distance on request. 

 

Tab. 1 Main parameters of tested sensors from data according to datasheets 
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Parameter/Sensor HC-SR04 JSN-SR04T-2.0 VL53L1X 

Type ultrasonic, 40 kHz ultrasonic, 40 kHz laser, 940 nm 

Power Supply (V DC) 4.5–5.5 V DC 3 – 5.5  2.6 – 3.5 

Working Current (mA) 15 <8 max. 18 

Ranging Distance (cm) 2–400 20–600 4–400 

Distance accuracy (cm) ±0.3 ±1 not specified 

Resolution (cm) 0.3 0.1 0.1 

Beam Angle (°) <30 75 Programable: 15-27 

Communication Digital pins Serial 9600 Bd I2C 

Optical sensors 

Optical sensors work on the principle of reflected light waves. Light of certain wavelength is 

emitted and then reflected from objects to receiver. Since the speed of light is incomparably 

bigger than sound, optical sensors must be equipped with fast chips to calculate elapsed time 

and corresponding distance. These sensors are also better at defining edges of an area but at the 

cost of possible malfunctioning in strong ambient light due to interference (Burnett, 2017).  

VL53L1X  

VL53L1X is the fastest miniature distance sensor on the market with ranging frequency up to 

50 Hz and allows absolute distance measurement for all target colors and surface reflectance 

(STMicroelectronics, 2018). This sensor uses NIR 940 nm Class1 laser emitter and programable 

receiver field of view. Another sensor function is measuring ambient light levels in kcps/SPAD 

(kilo counts per second per Single Photon Avalanche Diode). Boher et al. (2019) have carried 

out testing of VL53L1X laser diode and Morales (2018) tested beam angle limits. Both found 

out that maximum beam angle at real conditions is reduced to about 20°. 

Kalman filter 

Kalman filter (KF) is an algorithm that performs recursive estimation of the state of dynamic 

system and is also able to estimate unknown state variables (Al Tahtawi, 2018). As distance is 

proportional to time of one sensing cycle, general KF equations can be reduced to form 

containing only scalar variables proposed by Al Tahtawi (2018) stated in equations (Eq. 1-5). 

Equations (Eq. 1-2) calculates the predictions of state �̂�𝑘
− and measurement error covariance 

matrix 𝑃𝑘
−. Q is process noise covariance matrix. Increasing the value of Q reduces filter 

robustness. 

𝑥𝑘
− = 𝑥𝑘−1 (1) 

𝑃𝑘
− =  𝑃𝑘−1 + 𝑄 (2) 
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Remaining equations (Eq. 3-5) represent correction phase where Kalman gain (Kk), state 

estimation �̂�𝑘 and actual 𝑃𝑘 are calculated. Parameter R is measurement noise which is 

calculated from raw sensor data as variance. 

𝐾𝑘 = 𝑃𝑘
−(𝑃𝑘

− + 𝑅)−1 (3) 

𝑥𝑘 = 𝑥𝑘
− + 𝐾𝑘(𝑦𝑘 − 𝑥𝑘

−) (4) 

𝑃𝑘 = (1 − 𝐾𝑘)𝑃𝑘
− (5) 

Moving average 

Moving average (MA) is type of smoothing filter calculating output value from average of n 

element subset of input values. Each following output value is calculated by shifting forward 

the subset – removing the oldest number of the series and adding actual sensor value in the 

subset. Mathematical formulation of MA is in equation (Eq. 6), where y(i) is filter output value 

and x(n-k) is filter input value. In real-time filtering MA calculates y(i) from n previous x. 

𝑦(𝑖) =
1

𝑛
∑𝑥(𝑛−𝑘)

𝑛−1

𝑘=0

 (6) 

 

RESULTS AND DISCUSSION 

The measurements were carried out at height of 1 m in vineyard row section of length L of 3 m 

shown in figure (Fig. 1). Chosen length was sufficient to get relevant results because growth 

density of vine leaves was variable along it. This tested sensors sensitivity to less dense areas. 

Basic distance d was 1.5 m, but during testing of laser sensor, we found out, that the sensor 

gives usable results only up to 1.2 m, so for this sensor we used d of 1 m.  

 

Fig. 1 Testing vineyard section with marked dimensions 
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The vine itself has width w which had effect on measured data as a signal from sensor can pass 

through several layers of leaves until it reflects. Therefore, w represents the tolerance for 

measured data. From our measurements of vineyard row width, we opted for tolerance of 0.4 

m. Sample time for data collection was 100 ms for all measurements. Values for measurement 

variance R we obtained from static testing of the sensors and are shown in table (Tab. 2). 

Ultrasonic sensors result 

Obtained data from ultrasonic sensors in figure (Fig. 2) showed how the two sensors differed. 

We assume measurements with HC-SR04 sensor were inaccurate mostly due to smaller beam 

angle compared to JSN-SR04T-2.0 sensor. Beam angles from sensor datasheets are in table 

Tab.1. Smaller the beam angle, the smaller is the diameter of sensed area and thus even small 

spaces with low growth density were cause for not receiving echo and the sensor evaluated 

those spaces out of range – 4 m away in the Fig.2.  

 

Fig. 2 Measured data from both ultrasonic distance sensors 

 

Maximum sensing distance was 1.8 m, at larger distances the sensor did not give any response. 

However, ability of measuring distance of smaller areas could be desired in other applications 

but in our case it was not. On the other hand, JSN-SR04T-2.0 gave us the best results among 

all tested sensors. With the largest beam angle, it sensed the largest area so the effect of gaps 

with low or no growth was suppressed. The sensor turned out to be usable up to 3.2 m. 
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Fig. 3 Filters responses to data from HC-SR04 sensor 

 

To improve the smoothness of raw measured data we implemented proposed KF and MA 

algorithms with various parameters. Graph (Fig.3) shows response of all six filters to raw data 

from HC-SR04 sensor. None of the filters was able to deal with big spread of raw data and 

almost 100 % data were out of tolerance marked with red dash-dotted lines. Using filters with 

JSN-SR04T-2.0 led to better results as can be seen in graph (Fig. 4).  Best results were reached 

with 10 and 20 element MA and KF with Q=10-5. Both moving averages had lower rise time 

but after settling in the KF was responding faster than the 20 element MA for subtle deviations. 

 

Fig. 4 Best filter responses for JSN-SR04 sensor 
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VL53L1X laser sensor results 

From initial testing of each sensor mode we found out that sensing range was significantly 

reduced in long and medium modes. This was caused by higher ambient light levels during tests 

and it confirms information from datasheet. Because of reduced sensor outdoor range during 

daylight all measurements were performed from distance of 1 m. An average value obtained 

from sensor was 75 kcps/SPAD which represents illumination of about 1500 lx. In figure (Fig. 

5) are shown are measured data with each sensor mode. Same as with ultrasonic sensors we 

used same filters with the laser sensor. 

 

Fig. 5 Measured data with all three modes of VL53L1X sensor 

 

 
Fig. 6 Filters responses to data from VL53L1X sensor in short mode 
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The results are shown in graph (Fig. 6).  Compared to JSN-SR04 sensor, data from laser sensor 

were more dispersed but mostly in the tolerance. Best at suppressing the dispersion of data were 

more robust filters. In graph (Fig. 7) are shown best filters. Same as previously, KF had faster 

response from the point it settled. Graph (Fig. 8) shows typical responses of used filters. The 

quickest but also the least robust was KF with Q=10-4. Its response was almost immediate. In 

general, KF had negative logarithmic response curve – the response was faster for smaller 

distance changes but slower for bigger changes than MA. 

 
Fig. 7 Best filter responses for VL53L1X sensor 

 

 
Fig. 8 Response comparison of used smoothing filters 
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Our obtained results for all sensors are listed in table (Tab. 2). Degree of raw data dispersion 

and filter smoothing was evaluated using corrected sample standard deviation s. For every 

tested sensor the filters improved s. Only with HC-SR04 sensor the filtering reduced amount of 

data in tolerance to only 0.08 %. 

 

Tab. 2 Comparison of sensors testing results without and with filtering 

sensor HC-SR04 JSN-SR04 VL53L1X 

R (m2) 1.5·10-3 1·10-4 2·10-5 

max. distance (m) 1.8 3.2 1.2 

data in tolerance 

% 
54.75 99.1 83.72 

s (m) 1.1572 0.0943 0.1262 

Best filtered results 

filter MA (30) KF (Q=10-5) KF (Q=10-6) 

data in tolerance 

% 
0.08 100 100 

 s (m) 0.4397 0.0544 0.0401 

 

CONCLUSION 

The measurements showed that best results were achieved with JSN-SR04 sensor, mainly due 

to widest beam angle among all tested sensors. 99.1 % of raw measured data were in chosen 

tolerance with s=0.0943 m. With filtering we reached s=0.0544 m with 100 % of data in the 

tolerance. The other ultrasonic sensor HC-SR04 turned out to the least suitable for measuring 

distance from vineyard rows. This can be attributed to the fact that mentioned sensor has the 

narrowest beam angle. Filtering improved standard deviation of measured data by more than 

60% but simultaneously decreased accuracy to only 0.08% of data in the tolerance.  VL53L1X 

laser sensor showed satisfactory results but only up to 1.2 m. 83.72 % of raw data were in the 

tolerance with s=0.1262. With filtering 100 % of data were in tolerance with s=0.0301. Results 

proved suitability of certain sensors for this task. Generally, best results can be obtained with 

sensors with wider beam angle. In our case it was ultrasonic sensor JSN-SR04 with beam angle 

of 75°. Furthermore, obtained result will serve for following experiments focused on navigating 

mobile robot through vineyard rows. 
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Abstract 

This paper is focused on evaluation of the effect of some cultivated crops on water erosion 

parameters (surface runoff, erosive wash). Water erosion is a worldwide problem. In the Czech 

Republic conditions are at risk by water erosion more than half of the agricultural land. The 

field trial was based on a site with an average slope of 5.4°. The crops cultivated in the 

experiment were winter rape, winter wheat, oat, maize, and potatoes. Conventional tillage was 

used for each of these variants. Black fallow (variant without vegetation) was used as the 

comparative variant. Using the method of microplots were evaluated by surface runoff and 

erosive wash during intense rainfalls. The results confirm the risk of wide-row crops cultivation. 

The erosive wash in maize and potatoes was like the variant without vegetation. 

 

Key words: effect of crops, water erosion, surface runoff, erosive wash 

 

INTRODUCTION 

Water erosion is a worldwide problem. In the Czech Republic conditions are at risk by water 

erosion more than half of the agricultural land. The Czech Republic is characterized by a high 

average gradient of agricultural land. JANEČEK et al. (2005) reports that more than 53 % of 

area in the Czech Republic is situated on land with an average slope greater than 3º. The high 

slope of land combined with light soil and expanding wide-row crops (especially maize) 

increase the risk of water erosion. It is not possible to eliminate the risk of erosion, but it may 

be reduced. 

One of the most important input parameters with a great influence on erosion processes is 

organic matter (FRANZLUEBBERS, 2002). This effect can take many forms, but the two basic 

ones are the soil vegetation cover formed by plants and the soil cover formed by organic plant 

residues (KOVÁŘ et al., 2016). A sufficient vegetation cover affects the course and intensity 

of erosion processes (HANGEN et al., 2002). Its aim is to protect the soil against the impact of 

rain drops, to improve soil consolidation through the root system of plants especially in 

subsurface layers, to increase the infiltration capacity of the soil due to the growth of the root 
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system and to improve the physical, chemical and biological properties of the soil (ŠAŘEC & 

NOVÁK, 2017). The roots of some plants can destroy the compacted layer of soil created 

especially by the technogenic compaction (KROULÍK et al., 2011). The choice of the 

appropriate crop is the most important issue for each plot. The study by MORGAN et al. (2005) 

is based on data collected from the authors around the world. Morgan also states that soil losses 

caused by water erosion can be reduced up to 4.7 times by soil fertilization, by adjusting the 

microrelief up to 30 times and choosing a suitable crop to 37 times. 

The initial hypothesis is based on the assumed reduction of surface runoff and erosive wash in 

crops that have a higher cover of soil by plant cover at the time of intense rainfall. Furthermore, 

what is anticipated is higher surface runoff and erosive wash in wide-row crops. 

 

MATERIALS AND METHODS 

A field trial was established in the village Nesperská Lhota in the Central Bohemian Region. It 

was based on light, sandy loam soil at an altitude of 450 m ASL. The average slope of the land 

is 5.4°. 

The field experiment consists of five basic variants and one comparative variant. Each variant 

has an area of 300 m2 with dimensions of 6 x 50 m. The long side of each variant is oriented to 

the slope. Conventional tillage was used for each of these variants. 

Variants of the experiment: 

1. Winter rape: Conventional tillage. Primary and secondary tillage (a plough and seedbed 

cultivator) before seeding; seeding on August 17th, 2017. 

2. Winter wheat: Conventional tillage. Primary and secondary tillage during autumn, seeding 

on October 2nd, 2017. 

3. Oat: Conventional tillage. Ploughing in autumn; in spring – secondary tillage (using 

a combinator), seeding on April 6th, 2018. 

4. Maize: Conventional tillage. Ploughing in autumn, in spring – secondary tillage and seeding 

on April 28th, 2018. 

5. Potatoes: Conventional tillage. Ploughing in autumn, in spring – preseed preparation using a 

tine tiller, seeding on 29th April 2018. 

6. Black fallow (comparative variant):  Conventional tillage (the same as in the case of the 

previous variants), a non-systemic herbicide (glyphosate) was used to destruct plants. 

 

For each of variants, four runoff microplots were installed after seeding (Fig. 1). The microplots 

were surrounded by 1.5 mm thick steel sheet. The walls of the microplots were pushed into the 
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soil to the depth of 0.08 m. The collector is located at the bottom of each microplot. It transports 

water into a plastic container buried below the catching microplots. The area of each microplots 

is 0.4 m × 0.4 m. 

 

Fig. 1 Microplot with a plastic container 

 

To measure the volume and intensity of precipitation the weather station Vantage Vue was 

used. It is located near the experiment site. Measurement of surface runoff followed every time 

after intense rainfall. Surface runoff was detected by measuring the volume of runoff water, the 

amount of soil washed by filtering runoff and subsequent soil drying at 105 ºC in the laboratory 

dryer and weighing the soil on a laboratory scale. The measurement and evaluation method 

used in the study was published by BAGARELLO & FERRO (2007). The data obtained from 

the measurements were evaluated in the STATISTICA 12 program. Chart graphs were used to 

illustrate field trial data. The data were further evaluated by the ANOVA analysis using the 

Tukey HSD test. 

 

RESULTS AND DISCUSSION 

The first soil erosion event was two storms from May 10th and 13th. Total precipitation in this 

period was 33 mm. The precipitation intensity ranged from 80-100 mm·h-1. The results 

(Fig. 2 and 3) shows that the lowest surface runoff and erosion wash were in the first three 

variants. The lowest surface runoff and erosion wash is in winter rape, which is already involved 

in this period and begins to bloom. On the contrary, the largest surface runoff and erosive wash 

was expected in the case of the conventional soil cultivation for maize and potatoes (variants 4 

and 5). In these variants, the soil is still insufficiently protected by the growth of plants. Variant 

6 also showed a high surface runoff and erosion wash. The highest surface runoff was reached 
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by variant 5 (potatoes), but the erosive wash was a bit lower than the comparative variant (black 

fallow). 

The difference in soil loss weight between rape, wheat and oat variants is below statistical 

significance. On the contrary, the erosive wash in maize, potatoes, and the comparative variant, 

is statistically significantly higher than in the first three variants. 
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Fig. 2 Surface runoff after two storms in May 2018 
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Fig. 3 Erosive wash after two storms in May 2018 

 

Two more significant erosion events occurred during June. The first event occurred between 

June 10th and 14th, when the rain and two storms with a rainfall of 34 mm were. The precipitation 

intensity ranged from 80-100 mm·h-1. Fig. 4 and 5 shows that again the lowest surface runoff 

and erosion wash were recorded in the first three variants. Conversely, the highest surface 

runoff and erosive wash was measured for variant 5. High values were in the maize variant 
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whose surface runoff was higher than in the comparative variant, but the erosive wash was 

smaller than in the potato variant and the comparative one. The surface runoff of the 

comparative variant was lower than the maize variant and the potatoes, but the erosive wash 

reached similar values here. 
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Fig. 4 Surface runoff after two storms in the period 10th to 14th June 2018 
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Fig. 5 Erosive wash after two storms in the period 10th to 14th June 2018 

 

The second significant event was occurred between June 26th and 28th. There were two storms 

with a total precipitation of 44 mm. The intensity of these precipitation reaches up to 200 mm·h-

1 for a short time. Fig. 6 and 7 shows that the lowest surface runoff and erosive wash were in 

the first three variants. In these variants the plants are already involved, and the soil is well 

protected against erosion rainfalls. The lowest surface runoff and erosive wash were in winter 

rape. On the other hand, the highest surface runoff and erosive wash were achieved by variant 
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5. Similarly, high values were achieved with the maize and the comparative variants, but erosive 

wash was lower than in the potato variant. 

Again, there is a problem of poorly protected soil by plant residues. Another problem can be 

seen in wide rows crops production. This measurement reveals the most extreme values of 

erosive wash measured during the season 2018. The difference in erosive wash between rape, 

wheat and oat variants is below statistical significance. On the contrary, the soil runoff in the 

maize, potatoes and the comparative variant is statistically significantly higher than in the first 

three variants. 
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Fig. 6 Surface runoff after two storms in the period 26th to 28th June 2018 
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Fig. 7 Erosive wash after two storms in the period 26th to 28th June 2018 

 

Last erosion event occurred on July 6th during a short storm, when the rainfall was 9 mm and 

the intensity of the rain reached up to 80 mm·h-1. Fig. 8 and 9 shows that the lowest surface 
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runoff and erosive wash were in variant 1. In the case of wheat and oat, a slightly higher surface 

runoff was in the case of the rape variant. Higher values of surface runoff were in the potatoes 

and the comparative variant, where the highest value was reached by the black fallow variant 

compared with the maize and potatoes variants. The highest values of surface runoff were 

reached by variant 4 compared with the comparative and potatoes variants. 
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Fig. 8 Surface runoff after a storm on July 6th, 2018 
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Fig. 9 Erosive wash after a storm on July 6th, 2018 

 

 

The highest surface runoff and erosive wash were in variants with wide-row crops (maize and 

potatoes). This has also been confirmed by KARLEN et al. (1994). The soil is not well protected 

by the associated crop and the large kinetic energy of the falling droplets results in increased 

surface runoff and consequently erosive wash. The negative aspect for comparative variant 
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(variant 6) was leaving the soil without any surface coverage by plant residues. In this case as 

well as in the other cases, there was also an increased surface drainage and consequent soil loss 

down the slope. 

BROWN et al. (1989) measured that for all monitored soil conditions (soil with plants or fallow) 

the amount of erosion of discrete particles decreased with increasing time since the beginning 

of the experiments. Generally, freshly treated soil is more inclined to soil erosion than the soil 

that has undergone several cycles of drying and rewetting. 

 

CONCLUSION 

The initial hypothesis has been confirmed by the field experiment. A beneficial effect of 

vegetation soil cover during erosion precipitation has been demonstrated as a protection of the 

soil against the large kinetic energy of the falling droplets. It has also been proved that the 

infiltration of water into the soil has increased, which has led to minimum surface runoff and 

erosive wash. It has been confirmed that wide-row crops have a higher surface runoff and 

erosive wash than crops sown in narrow rows. These crops are under risk of creating soil crust, 

which has a negative effect on the infiltration of water into the soil and the consequent increased 

surface runoff and erosive wash. 
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Abstract 

This paper focuses on the comparison of gas boiler control strategies with a cascade of sources 

comprising gas heat pumps and condensing boilers. The paper seeks to determine a suitable 

control system for preparing household hot water by flow heating in apartment buildings and 

generally deals with the operation of a gas heat pump in extreme conditions.  Five identical 

boiler rooms with different ways of controlling the cascade of sources will be compared at the 

same time and in the same place, by comparative measurement. Individual categories will be 

compared according to the efficiency of gas use, primary energy needs and the share of heat 

pump heat production in total output will be monitored. 

 

Key words: absorption heat pump, gas utilization efficiency, primary energy, bivalence mode 

 

INTRODUCTION 

Current valid European legislation (Fabrizio et al., 2014) places high demands on low energy 

use in new buildings and reconstructions. For more complex projects, such as apartment 

buildings, the application of a renewable source may be a suitable solution. With the increasing 

quality of the insulation properties of building materials, the preparation of domestic hot water 

(DHW) is becoming an increasingly important component of the energy needs of an apartment 

building (Delforge et al., 2019). Compared to conventional heating, the domestic hot water 

system in apartment house has specific requirements on heat pump technology. In the case of 

heat pump applications, these are the high setpoint temperature, the irregular consumption and 

the high number of operating hours at partial load of the source. These are extreme conditions 

from the point of view of most common heat pumps (Staffell, 2012). In such conditions, the 

pumps achieve significantly worse energy efficiency than in heating mode for central heating 

systems (HS). The loss of efficiency of heat pumps (HP) at partial load and at high temperatures 

is also confirmed by Green, (2012) in his study. In addition, as reported (Guo et al., 2018), 
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conventional pumps are enormously stressed in this mode. This leads to their extreme wear and 

tear with unsatisfactory operating results. 

As stated (Maira et al., 2011) in their study on the long-term operation of heat pumps in 

Germany, the average heating factor (SCOP) of a compressor heat pump ranges from 2.6 to 5.2. 

If we consider that the preparation of DHW is an extreme case in terms of application, we can 

count on the worst case, that is, a value around 2.6. The measurement results for gas heat pumps 

are given by Ciganda et al. (2015) and have a gas utilization efficiency (GUE) value in the range 

of 1.17 – 1.61. For the preparation of hot water, a value of about 1.17 can be expected. Wu 

(2012) is even more critical in his model of absorption pump behavior and estimates a GUE 

value below 1.1 if the heating medium temperature exceeds 60°C.  

Operational analyses performed by Fumagalli et al., 2017 show that the performance and 

efficiency of heat pump systems are determined not only by the efficiency of the pumps 

operated, but also by the quality of the heat pump integration in the system. When the heat 

pump cannot operate in steady state, the efficiency of a heat pump power system can be 

adversely affected. This is exactly the case in DHW mode. In these cases, Fumagalli 

recommends not simply verifying the efficiency of the pump itself, but evaluating the entire 

system. Fumagalli further gives the results of measurements where, at relatively steady 

operation, the avarage primary energy required (SPER) of the boiler room is 0.76-0.78 and, 

vice versa, during continuous operation it is 0.58-0.60. 

The method of calculating the efficiency of gas use for evaluating heat pump operation and 

primary energy requirements for the assessment of the system as a whole is given (Wu, 2014) 

as follows: 

𝐺𝑈𝐸 =
𝑄ℎ

𝑄𝑔𝑎𝑠
=

𝑄ℎ

𝑉𝑔𝑎𝑠,𝑛∗𝐻𝑖,𝑛
  -         (1) 

𝑃𝐸𝑅 =
𝑄ℎ

𝑄𝑔𝑎𝑠∗𝑓𝑔𝑎𝑠+∑𝑊𝑒𝑙∗𝑓𝑒𝑙
  -         (2) 

 

In equation (1), GUE is defined as the ratio between the heat produced Qh and the energy Qgas 

provided by the gas. Also, as a proportion of the produced heat Qh in the time interval t and 

the product of the consumed gas volume Vgas for the stated time interval t and the calorific 

value (Loir rating value) Hi,n of the gas. The PER in equation (2) is given by the proportion of 

heat produced Qh delivered by the primary energy. In this case, the primary energy is the sum 

of all energy provided by the gas Qgas and the electrical energy Wel, weighted according to the 
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respective primary energy factors for the gas fgas = 1.1 (according to DIN 18599, 2011) and the 

electrical energy fel = 2.4 (according to DIN 18599, 2011). 

If we convert the assumed values of the heat pump heating factor, we obtain PERel = 1.08 for 

an electric heat pump and PERgas = 1.06 for a gas heat pump. If we take into account that the 

manufacturers of conventional heating state the efficiency of boilers close to 99%, the question 

arises whether the application of a conventional source at times of unsuitable operating load 

will not achieve similar results as with a heat pump, but with minimal wear. However, this 

consideration only applies to gas boiler rooms. For electric boilers, the results will be 

significantly worse after conversion to primary energy. 

 

Hypothesis: Can the losses of a gas heat pump resulting from an unsuitable load profile, in this 

case flow heating domestic hot water system, be so large as to make it more efficient to use a 

conventional heating source?  

 

MATERIALS AND METHODS 

Measurement was conducted in panel block housing units in the Czech Republic. These are 

blocks of panel construction apartment buildings fitted with identical technology. Figure 1 

shows the diagram of the boiler room.   

 

Fig. 1 Diagram of connection of cascading gas sources: 1. Heat pump calorimeter, 2. Boiler 

calorimeter, 3 Gas meter, 4. Electric meter, 5. Renewable energy 

The boiler room is fitted with calibrated billing meters, which are sufficient for measuring 

energy flows. These were the Elmer membrane gas meter, the three-phase electromechanical 
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UHER electricity meter and the Sharky ultrasonic calorimeter. Measurement was based on 

energy balance, i.e. the measurement of input and output energy. The difference between output 

and input energy is energy supplied from a renewable source. The boiler room was monitored 

throughout the experiment. The basic parameters of the boiler room are given in table no. 1. 

The measured heat pump was a Robur GAHP A air absorption gas heat pump. The measured 

boilers were Robur AY gas condensing boilers. 

 

Tab. 1 Boiler room parameters 

Number of apartments 32 - 

Heat power 146 kW 

Heat pump power (A7/W35) 1 x 41 kW 

GUE (A7/W35)  1,64 - 

Condensing boiler power  3 x 35 kW 

Condensing boiler efficiency 0,99 - 

Heat consuption 780 GJ 

Hot domestic wate consumption 230 GJ 

Tank setpoint 62 °C 

Average ambient temperature 19 °C 

 

For the measurement, various cascade switching strategies, were set for individual buildings, 

which can be briefly described as follows: 

 Apartment building no. 1 – normal heat pump operation (default setting) 

This is preferably a monovalent operation of the heat pump, which has slow switching times 

set. This can reduce the impact of cycling losses, but delays the response to changes in the 

system. In the event of sudden consumption shocks, the boiler may be activated. 

 Apartment building no. 2 – operation of heat pump in rapid response to a change in the 

system  

This is preferably a monovalent operation where the heat pump is set to respond rapidly to 

temperature changes in the system. An advantage is the ensuring of comfort and minimum 

condensing boiler switching. A disadvantage is the high frequency of activation and short 

average operation time.  

 Apartment building no. 3 – Partially bivalent operation, the heat pump is attenuated 

for 12 hours daily 

The heat pump is only switched on for 12 hours, when peak consumption is expected. 

This makes it possible to switch the pump on at a time when it will be possible to achieve 
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smooth operation. In case of unsuitable load profile, it provides heating by condensing 

boilers. 

 Apartment building no. 4 – Partially bivalent operation, the heat pump is attenuated 

for 16 hours 

The cascade operates in the same way as in case no. 3. The heat pump is set for a longer 

period of attenuation. The precise attenuation setting is described in Table no. 2.   

 Apartment building no. 5 – Preferenced bivalent operation 

Hot water is preferentially provided by condensing boilers. The heat pump switches on 

only for the needs of actual securing operations. 

 

Tab. 2 Time of attenuation (economy operation) in individual regimes 

 Economy modes Times of attenuation 

Economy 12 0-5; 9-11; 13-18 

Economy 16 0-7; 10-18; 23-24 

 

RESULTS AND DISCUSSION 

Results of the measurements from individual boiler rooms are shown in the following Table no. 

3. 

 

Tab. 3 Results of the measurements from individual boiler rooms  

5 

12.9.2019 TČ Kotle Kotelna Hodnocení kotelny 

Build 

number 

Calorimeter 

(GJ) 

Calorimeter 

(GJ) 

Gas 

meter 

(m3) 

Electric 

meter 

(kWh) 

Calorimeter 

(GJ) 

GUE 

(-) 

SPER 

(-) 

HP Ratio 

(%) 

1 4.25 0.37 117.6 139.7 4.62 1.14 0.75 0.92 

2 4.52 0.07 131.4 235.1 4.59 1.02 0.61 0.98 

3 2.17 3.49 164.9 89.2 5.66 1 0.74 0.38 

4 1.38 2.89 125.09 86.3 4.27 0.99 0.72 0.32 

5 0.09 3.85 119.55 73.6 3.94 0.96 0.70 0.02 

 

The boiler room that achieved the best gas use efficiency is boiler room no. 1, i.e. a boiler room 

with a monovalent pump. The boiler room that had the worst GUE value is boiler room 5, i.e. 

a boiler room with purely bivalent operation of condensing boilers. The GUE value increased 

with the increasing share of heat pump use in total heat production. The best SPER value was 

for boiler room number 1, which again used monovalent heat pump operation. The worst value 

was shown by a boiler room with a cycling pump. This can be explained by the high 
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consumption of electricity, related to the frequent heat pump operation, and therefore also of 

all auxiliary equipment. The SPER values are clearly displayed in figure no. 2. 

 

- 

Fig. 2 Primary energy requirement of individual boiler rooms 

 

Boiler rooms with bivalent operation returned very good results regarding the reduction of the 

operating stress of the heat pump. Boiler room number three has only a one tenth worse SPER 

value, while reducing the share of the heat pump in heat production by 54%. Boiler room 

number four has a SPER value three tenths worse, but the share of heat pump heat production 

decreased by 60%. 

 

CONCLUSION 

The results confirm the hypothesis that when using a gas heat pump in a system with an 

unsuitable load profile, the losses may be so great that it is more efficient to use a conventional 

heating source. Although the boiler room operating in a partially bivalent mode did not achieve 

the same result as the boiler room with monovalent operation of the heat pump, the difference 

was virtually negligible. On the contrary, a boiler room with a deliberately cycling heat pump 

showed that in the event of a further deterioration of the load profile, operation using 

conventional sources can be a more efficient solution. The results also show that operation in 

partially bivalent mode may appear to be a suitable compromise between a system’s efficiency 

and its lifetime. 
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The measured results do not deviate in any way from the values determined from research in 

the literature. Comparative measurements, on the other hand, have confirmed that a heat pump 

that is not properly integrated into the system can have very similar operating values as a 

conventional heating source. In this case, the system does not make full use of the potential that 

the heat pump offers, and the only possible way to significantly increase the efficiency of the 

boiler room without changing the source is to change the technical solution of the boiler room. 
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Pretreatment of the steel surface for powder coating 
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ABSTRACT 

This article is about pretreatment of the steel surface for a better adhesion of powder coating. 

Different level of pretreatment were used and the score of final painted parts were compared 

each other. The grid method showed that the final outcome is strongly affected by the diverse 

types of pretreatment methods. 

 

Key words: powder coating, pretreatment, surface, blasting, degreasing, grid method 

 

INTRODUCTION 

Electrostatic application of plastics is a widely used surface treatment of parts made of various 

materials worldwide. This technology is also gradually being introduced in the Czech Republic 

in the environmentally friendly production of metal parts. Powder coating is mainly used for 

steel components that are exposed to corrosive or otherwise degrading environments (Frey 

2015). Powder coatings are valued not only for their final aesthetic appearance, but also for 

their protective properties, which increase the life of products, affect their functionality. and 

extends their applicability up to extreme conditions. (Tulka 2005). The condition for quality 

surface treatment by electrostatic application of plastic is the correct pre-treatment. Depending 

on the different shapes of the parts, mechanical or chemical pretreatment is used. Blasting, also 

known as sandblasting, is a technological surface treatment of materials with a stream of fine 

particles (Blažek 2009). Chemical pretreatment means degreasing, or phosphating, or 

chromating.          

 

 

MATERIALS AND METHODS 

In this experiment a steel sheets of 50cm x 50cm were used to find out the affection of different 

pretreatment methods for the adhesion of painted on the final product. There were 4 different 

level of pretreatment – without any, mechanical, chemical and mechanical plus chemical.  
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Mechanical pretreatment  

Represented by (Sand) blasting. Blasting is a process during an abrasive or sandblasting 

material is sprayed against an object under high pressure. With blasting is possible to remove 

surface impurities such as corrosion, paint etc. and smooth or roughen the surface of the object. 

 

Chemical pretreatment 

The surface of metal parts is intentionally provided with an oil layer that has a task of protecting 

the surface of the parts from environmental influences - corrosion. The protected surface lasts 

for a very long time in its desirable original form. For the needs of powder coating is however 

greasy and otherwise soiled surfaces of metal objects clearly unsuitable because powder paint 

cannot be applied to them. 

 

The technology of degreasing metals consists of heating the cleaned objects to a temperature of 

around 120° C, when the active vapors of the chemical solvent begin to act on the contaminated 

surface. The treated surface in this way is completely free of all greasy impurities.  

 

Mechanical and Chemical pretreatment consist of both methods consecutively. 

 

Evaluation 

The results were evaluated in comply with ISO 2409 by the grid method. The grid method 

represents a pattern of 6 vertical and 6 horizontal lines with the same proportions created on a 

surface of the final product was used. The determination of the quality on the scale from 0 to 

25 points directly in the accordance with a well cut squares. 

 

 

Fig. 1 Source: Proinex 
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RESULTS AND DISCUSSION 

Forty different measurements were carried out to find out the significancy of pretreament to the 

quality of final product. 10 measurements were carried out without any pretreatment, 10 with 

blasting only, 10 with degreasing only and 10 with blasting and degreasing subsequently.  

Each result was separately evaluated and the points are displayed in the Table Nr 1. 

 

Tab. 1 

Number of 

Measurement 

Without 

pretreatment 

(Points 0-25) 

Blasting 

(Points 0-25) 

Degreasing 

(Points 0-

25) 

Blasting + 

Degreasing (Points 0-

25) 

1 2 11 20 21 

2 6 16 14 22 

3 7 14 19 23 

4 6 14 21 24 

5 3 15 18 22 

6 5 15 21 24 

7 2 11 16 21 

8 5 17 15 21 

9 7 12 18 22 

10 4 16 18 23 

Average 4.70 14.10 18.00 22.30 

St. Deviation 1.79 2.02 2.28 1.10 

 

From the Table Nr. 1 is visible that without any pretreatment the final outcome represented as 

a specific points per measurement or average is not satisfactory and oscilates at aroud 4.70. 

After blasting the final average outcome significantly improved to 14.10 points that is however 

still not acceptable. Measurement after degreasing hit an average of 18. Degreasing is thus 

better pretreatment activity than blasting but still not good enough to reach a proper level. The 

last measurements were carried out after blasting and degreasing with all the points exceeding 

20 and average of 22.30. Standard deviaton also reached a minimal value of 1.10 that means a 

highest stability from all measurements. There is a need to improve also other parameters on 

non-prepayment level to reach an average above 24. 
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Fig. 2 The acquired points and ascending curve with more advance pretreatment 

 

Tab. 2 

SWOT Analysis of pretreatment of the steel surface for powder coating 

Strengths Weaknesses 

 Solid proof of pretreatment effect with 

measurable figures 

 Time and cash consuming 

 

Opportunities Threats 

 Possibility to find out a better way to 

make the pretreatment. 

 

 Inaccurate level set of other parameters 

with inconclusive effect of pretreatment 

methods  

 

CONCLUSION 

There is a strong connectivity between the pretreatment and the quality of the final painted 

product. Mechanical pretreatment only is far better that nothing and slightly worse than the 

chemical one. Combination of mechanical and chemical pretreatment showed the best option 

and secured almost flawless results. 
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Abstract 

In this paper an influence of network frequency oscillations on exciting of hunting synchronous 

machines coupled with masses of great moments of inertia is shown. It solves the maximum 

permissible value of a moment of inertia on the shaft of a synchronous machine in respect to an 

oscillation of network frequency. 

Key words: Network frequency oscillations, mechanical, electromechanical system, inertial 

masses  

 

INTRODUCTION 

The idea of a network voltage having a coherent sinusoidal course of a constant frequency holds 

restrictedly only. Precision measurements establish oscillations of a network frequency and 

instantaneous phase of power net voltage. A network frequency oscillation has a random noise 

course because it is only the response of an energy system to a casually changing daily 

consumed energy diagram /1/. 

The phenomenon of network oscillations may be described in terms of statistic dynamics using 

the power spectral density Sω (Ω) of a power net angular frequency fluctuation. An example of 

this function characterizing the frequency spectrum of network frequency deviations shows 

Fig. 1. 

A spectrum of network frequency deviations has two components: 

 

— a slow component for Ω< 2 s-1 determined by properties of regulation of rotation in power 

plants as well as of superior central frequency regulation,  

 

— a fast component for Ω > 2 s-1 determined by an elasticity of the supply system in case of 

power changes. A fast component originates from magnitude and phase changes of instant 

227



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

voltage decreases on line and transformer impedances in a network due to fast load changes of 

a network. 

 

If a synchronous machine driving inertial masses is connected to a network, the mechanical 

movement of a machine shaft must follow frequency and therefore even phase changes of 

a network. A shaft follows the instantaneous network voltage phase with an angle deviation, 

which produces a load angle β of a synchronous machine. The instantaneous power consumed 

or supplied by a machine to a network depends on a magnitude and an orientation of the load 

angle β. The greater the inertial masses on the shaft in comparison to the size of a 

synchronous machine, the greater the dynamic deviation of the following fast network phase 

changes and thus even oscillations of a load angle /5/. 

 

Since an electromechanical system — synchronous machine and inertial masses — is very little 

dumped, the oscillations of a load angle, excited by network frequency fluctuations, have 

a harmonic swinging character and are accompanied with an undesirable overflow of energy 

between a network and inertial masses on a shaft. 

 

 
Fig. 1 Fluctuation spectrum of the network angular frequency Sω (Ω) 
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MATERIALS AND METHODS 

Description of a modeled System 

The electromechanical swinging system created by a rigidity of a synchronous machine 

magnetic field, its damping effects and a moment of inertia, connected with a shaft, is presented 

in Fig. 2. The system from Fig. 2 is described by the differential equation 

 

𝐼�̈� + 𝐵�̇� +  𝑘𝛽 =
𝐼

𝑃𝑑
�̇�          (1) 

 

 

 

 

 

 

 

 

 

Fig.2 Electromechanical vibrating set of the synchronous machine 

With:  

β   load angle of a synchronous machine 

ω   network frequency [s-1], 

I   overall moment of inertia connected to a shaft [kg·m2], 

B   torsion damping constant [N·m·s], 

k   torsion rigidity of a synchronous machine [N·m], 

Pd   number of pole pairs of a synchronous machine. 

 

The precision of the system is described by eq. (1) in Laplace's transformation /2, 3/: 

𝐺(𝑝) =
𝑝𝐼

𝑃𝑑(𝑝2𝐼+𝑝𝐵+𝑘)
          (2) 

The power spectral density of a load angle fluctuation is 

𝑆𝛽(𝛺) = lim
𝑛→∞

(𝐺(𝑝))
2

𝑆𝜔 (𝛺)         (3) 

229



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

with 

𝑆𝛽(𝛺)  power spectral density of a load angle fluctuation, 

Sω(Ω)  power spectral density of a fluctuation of angular frequency fluctuations 

[s-2], 

 

𝑆𝛽(𝛺) =
𝛺2𝐼2𝑆𝜔(𝛺)

𝑃𝑑[(𝑘−𝛺2𝐼)2+𝛺2𝐵2]
        (4) 

 

The natural frequency of the system is Ω0: 

Ω0 = √
k

I
           (5) 

The coefficient of a relative system damping 

𝑎 =
𝐵

2√𝑘𝐼
              (6)  

is very low for most synchronous machines, being usually a < 0.1; in this case the resonance is 

very selective, the system almost only transmits the natural frequency. A system response 

almost has a sinusoidal course of a load density swinging with an amplitude βA. From eq. (4) 

results for Ω =Ω0: 

 

𝑆𝛽(𝛺0) = 𝛽𝐴
2 =

𝐼2

𝑃𝑑
2𝐵2 = 𝑆𝜔(𝛺0).         (7) 

  

RESULTS AND DISCUSSION 

If the response of a load angle swinging has to have an amplitude A as the maximum, the power 

spectral density of the network angle frequency must not be greater than Sω,max (Ω0) 

 

𝑆𝜔,𝑚𝑎𝑥(𝛺0) =
𝑃𝑑

2𝐵2

𝐼2
𝛽𝐴

2          (8) 

with 

Sω,max (Ω0)  upper limit of the power spectral density of a power net angle frequency 

[s-2]. 

  

 Substituting in eq. (8) the variable Ω0 from eq. (5) instead of the parameter I, it follows: 
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𝑆𝜔,𝑚𝑎𝑥(𝛺0) =
𝑃𝑑

2𝐵2

𝑘2 𝛽𝐴
2𝛺0

4 .        (9) 

 

Now the maximum size of a flying wheel is determined for which the amplitude of the load 

angle swinging does not exceed the given value βA. 

Courses are drawn Sω,max (Ω0) according to eq. (9) for the chosen βA (e. g. 0.1 rad ... 0.15 rad ... 

0.2 rad) into Fig. 1. These courses constitute the upper limits of power spectral densities of the 

network angle frequency fluctuations Sω,max (Ω0) for the permitted βA. The courses of the upper 

limits are fitted with a scaled I according to eq. (5): 

 𝐼 = 𝑘/𝛺0
2           (10) 

 

The maximum value of the moment of inertia placed on the shaft of a synchronous machine is 

given by the first intersection point (from the right) of the function Sω,max (Ω0) for the permis-

sible maximum of the load angle oscillation amplitude βA with the course Sω (Ω) a measured in 

the network section at the considered time. 

 

Practical Verifying 

The synchronous machine MEZ- A 225 MO 4 with parameters: 

  

S = 50 kVA  

n= 1 500 min-1  

k= 1 140 N·m  

B = 14 N·m·s  

 

was chosen as an example. Under permissible load angle oscillation amplitude βA= 0.1 rad 

(equal to the overflow of active power P = 20 kW) the intersection point P presents the maxi-

mum value I=160 kg·m2. 

Fig. 3 gives the evidence of a conformity of the calculated value J = 160 kg·m2 of an average 

amplitude with the real recording of network frequency fluctuation and corresponding response 

of the load angle /4/. 
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Fig. 3 Time behavior of the network frequency 

 

CONCLUSION 

Network frequency variation causes a load angle swinging with the synchronous machines of 

the network. Network frequency variation spectrum shape has the effect, that with the growing 

inertia moment on the shaft of the synchronous machine also the swinging amplitude is 

growing. For safe swinging amplitude a maximum inertia moment value has been determined 

which enables the machine to be driven. This limitation should be respected both in drives with 

tens and hundreds of kW as well as in drives with small synchronous machines and stepping 

motors, where large inert masses have to be driven. 
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Abstract 

The development of hybrid vehicles combining an electric and a conventional internal 

combustion engine is one way of reducing greenhouse gas emissions, costs and other 

undesirable transport products. This article is focused on the analysis of operating parameters 

of hybrid vehicles. The aim of the work was to compare the parameters given by the 

manufacturer and the real values measured in tested vehicle in operation and to evaluate the 

obtained results. Information about the vehicle, the specific test route, measurement 

methodology, instruments used in measuring and evaluation equipment are provided. 

 

Key words: hybrid vehicle, vehicle range, fuel consumption 

 

INTRODUCTION 

Undoubtedly, the main drivers of the development of hybrid vehicles are fuel consumption - 

closely related to operating economy, emissions production, driving characteristics, operational 

safety and others. Oil and oil product prices are a source of pressure on the of new technologies 

development (Oil prices historical chart | GlobalPetrolPrices.com, 2015). Fuel consumption 

itself (usually converted to 100 km) is another important factor. In the 1970s and mid-1980s, 

there was an increase in fuel consumption, caused by parallel increase in engine power and 

vehicle weight. For almost two decades until 2004, innovations were made in automotive 

technology to support vehicle attributes such as weight, power and other attributes, but it was 

not accompanied by activities   reducing fuel consumption or CO2 emissions. This was enabled  

in part by relatively stable oil prices and also later by gradual technical improvements (EPA 

fuel economy report finds weight and power leveling off, footprint stable - Green Car Congress, 

2018; Fact #630: July 5, 2010 Fuel Economy vs. Weight and Performance | Department of 

Energy, 2010). Internal combustion engines are currently very technologically advanced, but 

they have number of shortcommings and therefore it is important to look for a 

suitablealternatives. The biggest problem is the ever-decreasing reserves of fossil fuels, which 
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are estimated to be depleted by about the middle of the 21st century (National Geographic, 

2018). 

At the same time, the issue of internal combustion engine emissions is being addressed. With 

regard to the previously mentioned factors, optimal alternative solution to the situation is being 

sought. There are number of options, from alternative fuels to electrification of vehicle 

propulsion. Electrification can take place either in full or only partially using electricity. 

An example could be operating the vehicle in cities only on electric propulsion, i.e. with zero 

current emissions or to extend the range or to improve the acceleration of the vehicle (Emadi, 

2015). This document compares the values given by the vehicle manufacturer with the values 

measured on the experimental route with the test vehicle. 

 

MATERIALS AND METHODS 

The following parameters of a hybrid vehicle are specified.  

• Created test route  

• Determining the conditions of individual rides  

• Used measuring instruments, equipment and vehicles  

• Processing of measured data  

The whole measurement was divided into three basic types of traffic - urban, extra-urban and 

highway. The individual sections are marked by color. The individual tracks were gone in both 

directions to provide more valid measured data. The route was created according to the 

assumption on which the driver and vehicle occur in practice most often. The entire route is 

placed in the territory of the Capital City of Prague and the close vicinity. 

 
Fig. 1 Testing routes 

 

The section marked in red characterizes city traffic with a maximum speed of 50 km.h-1. The 

next part of the test route is marked in yellow and characterizes the suburban operation with a 
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maximum permitted speed of 80 km.h-1. The highway section is marked in blue. The outside 

temperature during the measurement was in the range of 4 - 7 ° C. The measurement itself took 

place between 10 am and 2 pm, outside rush hours. 

The driving mode: The “Normal” was set for the whole measurement period. During the 

measurement 3 people with an experienced driver were present in the vehicle. 

For the measurement itself, the VMK emission analyzer was placed. It was the portable 5-

component fuel gas analyzer measuring the instantaneous values of emissions of carbon oxides 

(CO, CO2), unburned hydrocarbons (HC), nitrogen oxides (NOX) and oxygen (O2)(Emise | 

Katedra vozidel a pozemní dopravy, n.d.). To determine the exact position of the vehicle, 

Garmin GPS 18x (5 Hz) GPS receiver was used, which was placed on the roof of the vehicle 

and recorded each second. The GPS receiver and the emission analyzer were interconnected. 

The actual vehicle speed, rotation per minute of engine and intake air volume were recorded 

using a multi-brand OBD (On Board Unit) program by Bosch. The current data were received 

via an on-line laptop and OBD socket. 

The tested car was Toyota RAV4 SUV (4th generation); year of manufacture2018. 

This is car was equipped by with an e-CVT (Continuously Variable Transmission) automatic 

transmission and all-wheel drive (AWD). The vehicle parameters are listed in the table (Tab. 1). 

Tab. 1 Technical parameters of the measured vehicle 

Parameter Value 

Cylinder volume [cm3] 2 494 

Fuel [-] BA 

Maximum performance [kW] 114 

Rotation per minute at max power [min-1] 5 700 

Highest speed [km/h] 180 

Operating weight [kg] 1 765 

  

The driving was fitted by several modes, with regard to eco-driving or dynamic, on the contrary 

– the “Normal” set is default, next modes were “EV, Power and Eco”. Normal is common mode 

that is preset and does not require activation each time the car is started - the optimal 

combination of both types of the engines. When using the Eco mode, both drives are optimally 

used to achieve minimum emission production. At the same time, it is characterized by more 

frequent use of the electric motor while driving. EV mode allows vehicles to be operated as 

pure electric. Power mode is characterized by the more dynamic transmission settings and 

overall car behavior (Toyota RAV4 Comfort SUV 5dv. | Skutečné SUV, n.d.). 
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It was necessary to synchronize uploading of the measurement data. Each second of the 

measurement specific data were collected including the vehicle position, traveled distance 

instantaneous engine and car speed, instantaneous battery condition and emission values. 

The start and end seconds of the measurement are included in the measurement time. Average 

values parameters are calculated using the arithmetic mean function. 

CO, CO2, NO and HC emissions: these data are expressed by the sum of all the route individual 

substances divided by the path of the section in km. 

The calculation of actual fuel consumption is performed according to the methodology 

published by the US Environmental Protection Agency (EPA). The formula for calculating 

actual consumption is available on the web: (Spočítejte si, kolik emisí CO2 vyprodukuje Vaše 

auto | ekoblog.cz, n.d.) 

 

RESULTS AND DISCUSSION 

The table shows the measured and recalculated data. 

Tab. 2 Overview of measured operating parameters - U – urban, SU – suburban, H - highway 

 

The first parameter is the driving time. In the first and last three measurements, the passage of 

the selected route was almost identical. The difference in time between the individual runs is 

negligible in terms of comparing operating parameters. The lengths of the test routes are almost 

identical for urban and extra-urban routes similarly the time taken to travel correlated to traffic 

Parameter U - 1 U - 2 SU - 1 SU - 2 H - 1 H - 2 Units 

Time of testing 1728 1742 1832 1458 1424 1425 s 

Distance 15711.4 15629.3 16000.9 15639.3 32681.8 32635.9 m 

Average speed 32.73 32.3 31.44 38.62 82.62 82.45 km.h-1 

Highest speed 75 68 80 77 116 118 km.h-1 

Operating time of the 

combustion engine 622 596 693 490 1197 1183 s 

Combustion engine idle time 1106 1146 1139 968 227 242 s 

Average combustion rotation 

per minute of engine 1444.77 1525.59 1470.75 1459.67 1874.68 1736.79 min-1 

The highest rotation per minute 

of engine 3738.5 3799 2973 2099 4261 4058 min-1 

Number of engines starts 42 31 35 26 11 6 - 

Average operating time of an 

internal combustion engine per 

1 start 14.81 19.23 19.8 18.85 108.82 197.17 s 

Average battery charge status 53.3 55 54.8 52.8 53.3 57.7 % 

The highest battery level 

achieved 65.9 63.1 62 59.6 67.1 63.9 % 

The lowest battery level 

reached 49.2 44.7 43.9 48.2 52.5 53.7 % 
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density during the measurements. It is obvious that the average speed in the second 

measurement of the suburban part is 38.62 km.h-1. Which is approximately 6 km/h higher 

compared to urban and second extra-urban route. In the case of the motorway road, the 

operating average speeds and distances were almost identical, namely 82.62 km.h-1 and 82.45 

km.h-1. 

An interesting indicator is the time of operation and inactivity of the internal combustion engine 

during the test. In the case of the urban and extra-urban part, the significant share of electricity 

use is in the range of 490 - 693 seconds out of the total time of 1458 - 1832 seconds. This means 

that the internal combustion engine was running approximately 34% of the total time. On the 

contrary, in the case of motorway traffic, there is a significant predominance of the use of an 

internal combustion engine as the main source of vehicle propulsion, namely 81% of the total 

driving time. It is not very clear from the measured data when the vehicle uses an electric motor, 

but it can be estimated that activation occurs at speeds higher than 80 km/h and, conversely, 

deactivation occurs when the speed drops below 70 km/h. However, the main factor in 

switching an internal combustion engine in this case is the condition of the battery. If 

acceleration is required for at least 3 seconds, the internal combustion engine is switched on 

and, on the contrary, it is switched off while maintaining a constant speed or when the vehicle 

decelerates for 1 - 3 seconds. 

Another parameter is the number of engines starts. The measured data show the dependence 

among the average speed of the vehicle, but also the maximum speed achieved, the number of 

starts and the time of the engine started. During city traffic, several dozen engine starts were 

recorede (up to 42). Comparing, when the vehicle was operating on the highway, there were 6 

and 11 engine starts. The internal combustion engine is significantly more heavily loaded due 

to frequent sweeping. This fact has already been mentioned in connection with the Start-stop 

system, where dry friction of the engine can occur causing damage. Furthermore, when the 

crankshaft which secondarily drives another device such as an oil pump stops, reduction in oil 

pressure can enhance the motor damage. When the engine is switched on, the unit sets a slightly 

richer mixture - this increases the emission of harmful substances at a given moment and dilutes 

the oil in petrol engines. 

 

The last tested parameter is the battery charge status. On average, the values were maintained 

around 50 %. The lowest achieved level was 43.9 % and the highest achieved state 67.1 %. 

According to the manufacturer, the operating range of the battery charge should be maintained 

at 20-80 % (Toyota RAV4 Comfort SUV 5dv. | Skutečné SUV, n.d.).  
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Performed study showed that the SOC (State Of Charge) of a battery does not actually fall 

below 39-40 % (also for Toyota vehicles). The average SOC of the battery ranged from around 

55 to 56 % (Pitanuwat & Sripakagorn, 2015). 

From the point of view of vehicle emission production, the measured data are shown in the 

following tables. An interesting data is the average consumption displayed and actually 

measured by diagnostics. 

Tab. 3 Consumption and emissions of harmful substances – U – urban, SU – suburban, H - 

highway 

 

In the table (Tab. 3), it can be seen, that the real consumption is 1.5 - 2 l.100 km-1 higher than 

it is displayed on on-board instruments. the greatest difference occurred during motorway 

traffic namely 3.5 l.100 km-1. 

According to the values specified by the manufacturer, the consumption should reach a 

maximum of 6.2 l.100 km-1 and the average consumption should be 5.0 - 5.8 l.100 km-1 

 (Toyota RAV4 Comfort SUV 5dv. | Skutečné SUV, n.d.). Urban and extra-urban traffic differed 

from this value in several cases. However, higher values were measured in two cases, namely 

6.5 l.100 km-1 in urban traffic and 6.8 l.100 km-1 in extra-urban traffic. In one case, significantly 

lower consumption was measured, namely 4.8 l.100 km-1 in extra-urban traffic. Consumption 

of 7.3 l.100 km-1 was measured on the motorway part of the test route, mainly due to the use of 

an internal combustion engine for most of the journey. 

The manufacturer also states an average CO2 emission range of 117 - 131 g. km-1 (Toyota RAV4 

Comfort SUV 5dv. | Skutečné SUV, n.d.). How it can be seen in the table (Tab. 3) non of the 

CO2 emissions measured reach the interval given by the manufacturer. Average value found 

out for the whole measurement- 203 g. km-1, differs approximately by 55 % from the values 

given by the manufacturer. Data are not provided by the manufacturer for other measured 

emission values (CO, HC and NOX). However, the values were almost the same throughout 

the measurement. In one case, a negative value was measured, which is most likely due to an 

Parameter  U - 1 U - 2 SU - 1 SU - 2 H -1 H - 2 Units 

Average fuel consumption 

displayed 6.2 6.5 6.8 4.8 7.3 7.3 l.100 km-1 

Average actual fuel 

consumption 8.1 8.7 9 6.3 10.8 9.3 l.100 km-1 

CO 0.2102 0.0609 0.1037 0.0208 0.0175 0.0243 g.km-1 

CO2 190.4035 202.6267 211.2256 146.2152 252.6872 217.1936 g.km-1 

NOX 0.0017 0.0011 0.0013 -0.0003 0.0011 0.0007 g.km-1 

HC 0.023 0.0212 0.0058 0.0099 0.0276 0.0176 g.km-1 
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emission analyzer error. However, this fact does not affect the overall comparison of NOX 

emissions. The table also shows a certain dependence between CO2 and CO emissions, namely 

their increasing and decreasing concentration. This can serve accuracy of of the WLTP 

(Worldwide Harmonized Light-Duty Vehicles Test Procedure) methodology. According to the 

standards for this methodology, the driver's weight (75 kg) is also included in the operating 

weight, and an additional 200 kg of load is added to this. Conversely, with the NEDC (New 

European Driving Cycle) methodology, only the operating weight without the driver's weight 

is taken into account and 100 kg of load has been added to it.(Emission Test Cycles: WLTC, 

n.d.; Nový homologační emisní test WLTP: Opravdu znamená konec lhaní? | auto.cz, n.d.) It 

does not agree too match much when compared to the experimentally measured data. The 

weight limit in the case of this measurement was not exceeded, when there were 3 people in the 

vehicle, an emission analyzer and minor essentials. Therefore, it is possible to exclude the effect 

of weight on the increased production of CO2 emissions. 

 

CONCLUSION 

The internal combustion engine was in operation approximately 34 % of the total time in the 

urban and extra-urban part of the test route. On the other hand, it was in operation approximately 

81% of the total time on the motorway part of the testing route.  

Using of the internal combustion engine was more frequent during urban and extra-urban traffic 

than in the case of on the motorway driving. In the urban and extra-urban part of the route, there 

were 26 - 42 starts of the combustion engine, while in motorway traffic there were 

substantionaly less actions - 6 and 11.  

Fuel consumption declared by vehicle manufacturer differed from the measured values  

approximately by 1.5 - 2 l / 100 km. In motorway traffic, the difference was even greater - 3.5 

l / 100 km.  

During the entire measurement period, the average found out CO2 emissions were 203 g. km-1, 

that was the really significant difference comparing with the manufacturer´s declarated values 

- approximately 55 %. However, other measured produced emissions, such as CO, HC, NOX, 

(not specified by the manufacturer), displayed stabile values and did not differ significantly 

during the experiments. 
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Abstract 

New glass/polysiloxane/glass laminate PV panel with integrated lithium battery was developed. 

Design of the new compact unit with integrated battery in new cooling box is described in the 

article. It can be suitable for BIPV applications like for instance emergency power supply. 

Temperature of lithium accumulators integrated with PV panels for period of one year was 

evaluated.  Even at high ambient temperature +40°C the temperature increase of lithium 

accumulators was at maximum +13°C during 8 A (0.2 C) charging/discharging cycles. As the 

operating temperature of lithium accumulators is limited to +65°C, it should work well in 

regions with ambient temperatures up to +50°C.   

 

Key words: Photovoltaics, PV panel, battery 

 

INTRODUCTION 

There were few studies [1,2] concerning the PV panels integrated with lithium accumulators. 

Main problems in these studies were: a) non compact design (lithium accumulators did not fit 

into the PV panel frame) and b) temperature control of lithium accumulators integrated with 

PV panels.  Failure in thermal control could lead to thermal runaway which is very dangerous 

for humans and electric system. Several types of thermal management system have neen 

introduced by researches such as in [3,4] which investigated the system using air, liquid, 

boiling, heat pipe and solid-liquid phase change to control the heat. Most of the previous 

research was focused on electric vehicles, however the research on PV panel/accumulator 

integrated system is also available from [1,5]. 

 

MATERIALS AND METHODS 

The PV panel with integrated lithium accumulators was placed at the flat roof faced south with 

tilt angle 30° (see Fig. 1). A glass/glass PV panel 260 W with polysiloxane encapsulant [6] 

sized 1650x990x40 mm was integrated with 6 Lithium accumulators (pouch) NCM type, 40 

241



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

A.h capacity sized 210x188x8 mm. Two 3 mm hardened glass sheets of the PV panel have 

1 mm polysiloxane gel layer in between. Monocrystalline solar cells are embedded in the gel. 

There is 54 solar cells sized 156x156mm with thickness 180 microns. The solar cells layout is 

6x9. 

 

 

Fig. 1 PV panel with integrated Lithium accumulator 

 

The accumulators were fixed by silicone adhesive to aluminium cooling profile box. The cover 

of the cooling box (Fig.2) is polished to reflect thermal radiation from the PV panel rear side. 

It is thermally insulated from the cooling case. There is just 3 mm gap between the cooling box 

cover and the rear side of the PV panel. So the hot air can flow there using chimney effect. 

Standard thermocouples were used to measure temperatures. Flir IR camera was used for cross 

check. The flat accumulators were arranged “parallel” way with respect to the cooling profile.  

The accumulators were charged by the PV panel and discharged by the EA-EL 3160-60 digital 

load apparatus. The discharge current was fixed at 8 A (0.2 capacity). The temperature of the 

aluminium case, the PV panel laminate and the accumulator pouch were measured using 

thermocouples for period of one year. The ambient temperature and intensity of solar radiation 

was measured by the professional meteorological station. 
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Fig. 2 Lithium accumulator integrated with PV panel - scheme 

 

 

 

Fig. 3 PV panel, Li-ion battery, air maximum temperature and battery-air temperature 

difference 
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RESULTS AND DISCUSSION 

Main results are presented by Fig. 3. It indicates that max. increase of accumulator temperature 

over ambient temperature was 13 K. It is in good accordance with theoretical calculation and 

with short time laboratory test [1]. So unlike the previous designs, in the new design the lithium 

accumulators in cooling box fit well into PV panel frame. The new compact design is very 

important for real outdoor application of PV panels with integrated lithium accumulators 

worldwide. 

 

CONCLUSION 

New glass/polysiloxane/glass PV panel with integrated lithium accumulators was successfully 

tested. During the experiment, the temperature of lithium accumulators integrated with usual 

size PV panel was kept 13 K only above ambient temperature during one year period at real 

outdoor conditions. It is very important for real outdoor applications of PV panels integrated 

with Lithium accumulators especially in tropical countries with ambient temperatures up to 

+50°C. As the operating temperature of lithium accumulators is limited to +65°C, it should 

work well in regions with ambient temperatures up to +50°C. It is very important for 

commercial applications of lithium accumulators integrated with PV panels in tropical 

countries. Some results were published in [7] as well. 
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Abstract 

The article is focused on utilization of pyrolysis technology in thuja occidentalis processing 

waste. Pyrolysis technology in this case is interesting because it can transform the thuja waste 

into the useful product. This product can be used as a fuel in internal combustion engines. Czech 

University of Life Science has built a laboratory pyrolysis unit for this special purpose. On this 

unit is tested the efficiency of the process and the whole process itself. Real-time pressure and 

temperature are the most important factors of the process and have the main impact on quality 

and quantity of the final product. 

Key words: pyrolysis, thuja waste, pyrolysis unit, waste processing, alternative fuels 

 

INTRODUCTION

By the thuja waste is meant all waste from the gardening processes as leaves, branches or wood 

itself. 

Pyrolysis is physicochemical action that affects material inside a high-temperature reactor. The 

temperatures range is from 300 °C to 1200 °C. The most important thing for pyrolysis process 

is no oxygen present during the reaction (Jilková et al., 2012).   

Utilization of pyrolysis technology for waste processing instead of standard burning limits neg-

ative effects on environment and is more economical due to production of a useful fuel. Prod-

ucts of the process are pyrolysis gas, pyrolysis oil and carbon. All products can be further used 

(Zafar, 2008). 

Pyrolysis gas can be used as a fuel for electricity generation (via internal combustion engine or 

a gas turbine) and/or for methane or hydrogen separation (Biogreen, 2019). 
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Pyrolysis oil can is a source of bio-molecules, fuel for further refining, food aromas (liquid 

smoke), pesticides and plant enhancers (wood vinegar) (Biogreen, 2019). 

Pyrolysis carbon can be used as tires filler (Continental Carbon, 2014) or as an input for devel-

oping activated carbon (Indayaningsih et al., 2017) 

This research is focused on processing of thuja waste and pursues the pyrolysis oil as a final 

product. Eny Kusrini conducted a similar research, where he examined pyrolysis oil based on 

input materials. Inputs were various ratios of oil palm empty shells and polyethylene (Kusrini 

et al., 2018).  Sabar Pangihutan Simanungkalit examined the influence of polyethylene tereph-

thalate (PET) as an input for pyrolysis of oil palm empty shells. He concluded that PET in-

creases the pyrolysis oil production (Simanungkalit et al., 2018; Williams et al., 2003). 

The aim of this article is to provide a method, how to process the thuja waste by pyrolysis 

technology. 

 

MATERIALS AND METHODS 

There was developed a laboratory pyrolysis unit (Fig. 1) for the purpose of using biomass as an 

input for the reaction. As a fuel is used waste from the northern white-cedar (Thuja occidentalis) 

as leaves and chopped branches with size no longer than 30 mm and diameter no wider than 5 

mm. The waste was naturally dried before used as an input for pyrolysis reaction. 

 

Fig 1. Pyrolysis unit 

1 

3 
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4 

2 

247



 International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

 

The unit itself consists of reactor (1), cooler (2), heating shield (3), pressure guide (4), temper-

ature meter (5) and it is powered by electricity. Heating system itself can be adjusted to three 

different stages, based on the necessary heating speed. 

 

On the pyrolysis unit is possible to measure real-time pressure inside the reactor and tempera-

ture between the reactor and the heating shield. Maximal temperature during the tests reached 

to 814 °C, maximal tested pressure was 300 kPa.  

 

Each measurement was filled in tables. Weight of inputs was measured before each process and 

the final weight was measured too.  

RESULTS AND DISCUSSION  

 Tab.1 shows the main results as starting and ending weight, consumption of electricity or the 

oil gain. 

Tab. 1 Results of pyrolysis of dried and natural thuja 

Results 

- 
Natural thuja 

Dried 

thuja 

Starting weight [kg] 2.419 1.48 

Ending weight [kg] 1.14 1.05 

Weight of oil [kg] 1.063 0.307 

Consumption of 

electricity [kWh] 12 6.62 

Time [min] 170 100 

Oil gain [%] 43.9 20.8 

Electricity consump-

tion per 1 kg of oil 

[kWh] 11.29 21.55 

 

The results of measurement and the course of reaction are shown in the Fig. 2, resp. Fig. 3. 

The pyrolysis unit starts to produce the pyrolysis oil around 550 °C. The oil is produced up to  

700 °C when the pressure drops. 
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Fig. 2 Course of natural thuja pyrolysis 

 

 
Fig. 3 Course of dried thuja pyrolysis 

 

250 ml (287,5 g) of pyrolysis oil was produced in 80 minutes from 1030 g, which is 27,9 %.  

Kusrini produced 3.48 g of pyrolysis oil from 20 g of EFB (main agricultural waste of the palm 

industry). It could be transferred as 179 g from 1030 g of input, which is 17.4 % (Kusrini et al., 

2018).  

He produced 3.27 g of pyrolysis oil from 20 g of mass while contained 90 % of EFB and 10 % 

of HDPE (high-density polyethylene), which is 16.35 % and only 1.35 g of pyrolysis oil from 

20 g of mass while contained 25 % of EFB and 75 % of HDPE, which is 6.75 % (Kusrini et al., 

2018). 
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This leads to the conclusion, that pure bio waste in pyrolysis process can be transformed into 

pyrolysis oil in higher amount than while HDPE is added. On the other hand plastic waste may 

improve calorific value of the oil by up to 37 % because of content of the carbon (Simanungkalit 

et al., 2018). 

 

CONCLUSIONS 

The pyrolysis process on the newly developed unit is fully operational and we were able to 

gather reliable data.  

307 g resp. 1063 g of pyrolysis oil was produced out of 1480 g resp. 2419 g of thuja bio waste. 

The whole procedure took 100 minutes resp. 170 min. 

For future work is recommended to measure different moisture and density of the input material 

and to perform at least 5 measurements in each heating stage. 

It is also recommended to analyze the pyrolysis oil and to compare its composition during the 

different stages of heating. 
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Abstract 

This paper deals with the study of wear properties of the polymers that are the most commonly 

used in rapid prototyping technologies. Sample parts are manufactured with additive 

manufacturing (AM) technology. First sample is acrylonitrile butadiene styrene (ABS) with 

blue filament and second is polylactic acid (PLA) with grey filament manufactured (3D printed) 

by fused deposition modeling (FDM) technology.  Both the samples were tested on reichert 

friction and wear tester machine with rigidly-mounting test sample roller, which presses against 

a revolving friction wheel by means of a weighted lever. Water is used as lubricant for first 2 

trials and second trial is dry contact without lubrication. ABS and PLA polymers are 

thermoplastics and wear of the samples was estimated after the experiments. Analysis of the 

experiment data has shown that printer settings has significantly influence not only on the 

strength and stiffness of the parts, but also on the quality of the surface that affects the 

tribological properties of the samples. The results of this study shows tribological wear 

properties of ABS and PLA. 

 

Keywords: Additive manufacturing, Fused deposition modelling, WEAR, Tribology 

Properties, 3D Printing, Polymers, Aerospace. 

 

INTRODUCTION 

Additive manufacturing (AM) technology is currently one of the most developing technology 

for industries, enabling the growth of practical use of several composite materials. 3D printing 

is expected to be one of the key developmental technologies that will shape the new approach 

to manufacturing. This article focused mainly on study of tribology properties of polymers like 

ABS and PLA manufactured (3D printed) by fused deposition modeling (FDM) technology.  

Thermoplastics ABS (Sun, Rizvi, Bellehumeur, & Gu, 2008; Tran, Ngo, Ghazlan, & Hui, 2017) 

and polylactic acid (PLA) (Tymrak, Kreiger, & Pearce, 2014), are commonly used due to their 

low melting temperature as well as their diversity and ease of adoption to different 3D printing 
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processes. The capability of employing 3D printing of polymers and composites has been 

explored for several years in many industrial applications, such as the aerospace, architectural, 

toy fabrication and medical fields.  

Tribology deals with the relative motion of surfaces. It involves friction, wear of materials, 

scratching and rubbing. A more precise definition describes tribology as a science and 

technology of surfaces that are in contact and relative motion, as well as supporting activities 

that should reduce costs resulting from friction and wear (Bhushan, 2013). Polymers can be 

picked as a solution in specific applications of machine construction because of their strength, 

chemical resistance, and self-lubricating ability (Zsidai et al., 2002). It has been noticed from 

the literature that widespread interest in plastics has raised in the mid-twentieth century due to 

the features of their structure, specific mechanical behaviour, and the signifi cant possibility to 

change the polymer properties. Consequently, extensive studies over many years have 

developed in the  field of modern engineering in which the plastics can be applied as tribological 

materials. 

However, it is apparent to recognise from the literature that there is a lack of research that deals 

with the tribological characteristics of the 3D printed structure. Therefore, it appears essential 

to study the tribology of 3D printed polymers in order to grasp the influence of 3D printed 

structures and surfaces on the tribology behaviours of polymers.  

In the present research, 3D printed polymer specimens are produced by the fused deposition 

modelling (FDM) technology. The wear properties of 3D printed polymer samples are 

considered as the fundamental tribological features. As experimental conditions for the 3D 

printing, different materials (ABS and PLA) and colours (blue and grey) of polymer in different 

printing machines in order to estimate the wear properties of samples. 

 

MATERIALS AND METHODS 

Material used are ABS and PLA. For the purposes of the experiment 2 rollers were printed by 

fused deposition modeling (FDM) on Pursa i3 3D printer and second sample ABS was printed 

on Ender printer. Test rollers have size dimension of diameter D = 12 mm and length l = 18 

mm. Slip rings (Refer Fig.3) were also produced with same material as rollers. 

Discription of the samples: 

 Sample 1:Refer Fig. 1, material produced by Fused deposition modeling (FDM) on 

Pursa i3 3D printer 
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Fig. 1 ABS material 

 

 Sample 2: Refer Fig. 2, material produced by Fused deposition modeling (FDM) on 

Ender 3D printer 

 

Fig. 2 PLA material 

 

 

 

Fig. 3 Slip rings 

Further, the rollers were subjected to hardness test and method used is Shore A hardness Scale 

and resulting hardness value is 83 A for ABS and 80 A for PLA. 

Roughness parameters were measured using a portable profilometer Mitutoyo Surftest 301. 

Border wavelength cut-off was set at 0.8 mm. Around 10 different locations were measured. 
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The test parameters of the surface roughness were Ra and Rz parameter. For ABS  Ra varies 

between 9.3 μm to 12.13 μm, however PLA surface quality is different due to different printing 

paramenters and machine which range from 3.9 μm  to 6.04 μm. 

 

Reichert test M2 was used in order to assess intensity of wear (Fig. 4). This method is widely 

used for testing the efficiency of additives in lubricating oils with regard to friction coefficient 

and wear (Aleš, Pavlu, Hromasová, & Svobodová, 2019). With this friction-testing machine, a 

tightly fixed test roller is pressed by means of a lever system on a rotating slip ring wheel, which 

is immersed to its lower third in the test lubricant. The driving motor and slip ring wheel rotate 

together at the same speed. With regard to the number of revolutions per minute, it has to be 

insured that the lubricant flowing into the contact point (friction wear point) between test roller 

and test ring is always sufficient. After testing, abrasive areas (elliptic wear scars) appear on 

the test roller. The dimensions of these wear scars depend on the load-carrying capacity of the 

test lubricant. The sharply limited abrasive area allows a precise measurement, which favours 

the exact determination of the load-carrying capacity of the test lubricant. The higher the load 

carrying capacity the smaller the wear scar is after a certain running time or precise distance 

(e.g. 100 m of the peripheral distance of slip ring wheel).  

 

𝑨 = 𝝅 ∙
𝒍

𝟐
∙

𝒅

𝟐
= 𝟎, 𝟕𝟖𝟓 ∙ 𝒍 ∙ 𝒅 [mm2],     (1) 

Where: 

A…elliptical wear area [mm2] 

l… length of elliptical wear area [mm] 

d …width of elliptical wear area [mm] 

  

Fig. 4 Reichert Friction and Wear Tester 

 

Range and measurement accuracy are determined by the used measuring device of length l and 

width d of el-liptical wear area A, which evaluates load carrying capacity of lubricating film. 

255



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Each test roller was used four times in order to create elliptical wear area. Water is used as 

lubricant for creation of each elliptical wear area. 

Measured elliptical wear area of dry run samples and with lubrication on each sample are 

compared to study the wear properties of the materials. 

 

RESULTS AND DISCUSSION 

Both sample surface was evaluated by scanning electron microscopy (SEM) after Reichert 

Friction test and wear test. Fig. 5 and 6 shows the surface of PLA (sample 2) and Fig. 8, 9 shows 

the surface of ABS (sample 1) after the wear test. From the pictures, there is visible even worn 

area. Refer Fig. 7 and Fig. 10 showing surface after wear test without any lubrication and the 

surface is uneven compared to surface with lubrication a significant plastic deformation of worn 

surface ends is also visible. By subsequent dividing of these particles the representation of large 

particles in lubricant increases. This state is undesirable for practical application. From pictures 

its clearly visible that along with strength and stiffness of the parts quality of the surface and 

lubrication affects the tribological properties.  

From the experiment results it is obvious that the elliptical wear area A increased when samples 

tested without lubrication.  

    

       (1000 μm)           (200 μm) 

 

Fig. 5 and Fig. 6 Elliptical wear area after Reichert Friction and Wear test with 

lubricant 
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(200 μm) 

Fig. 7 Elliptical wear area after Reichert Friction and Wear test without lubricant 

 

          

                              (1000 μm)                                                            (200 μm) 

Fig. 8 and Fig. 9 Elliptical wear area after Reichert Friction and Wear test with 

lubricant 

 

 

(200 μm) 

Fig. 10 Elliptical wear area after Reichert Friction and Wear test without lubricant 
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In terms of the influence of variation of experiment on elliptical wear area A, the results (Ref. 

Table 1) of ANOVA F-test are as follows: 

 

Tab. 1 ANOVA F-test 

 
 

 

Results from the Anova F test shows f-value is lower than F critical value, so H0 the null 

hypothesis is accepted. 

Below Fig. 11 and Fig.12 shows chart of measured wear values. These values indicate that the 

largest elliptical wear area is at the sample 1. Conversely, the smallest elliptical wear area was 

measured in sample 2, refer Fig. 13 and Fig.14 charts. From these measured values it is possible 

to conclude that sample 2 is the best in case of resisting to specified load. It is necessary to note 

that the sample 2 was printed with same parameters. It can be assumed that the surface 

roughness contributed to the erasure lubricating process and thus to decreasing intensity of 

wear. 

 

             

           Fig. 11 Tested with Lubrication   Fig. 12 Tested without Lubrication 

 

 

 

F-Test Two-Sample for Variances

Without Lubrication With Lubrication

Mean 0.281815 0.111371875

Variance 0.004154281 0.000676243

Observations 4 4

df 3 3

F 6.143179877

P(F<=f) one-tail 0.085089047

F Critical one-tail 9.276628153
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        Fig. 13 Tested with Lubrication           Fig. 14 Tested without Lubrication 

 

CONCLUSION 

This research aims to obtain tribological properties of different 3D printable filaments, 

including the determination and examination of wear values. In the light of these findings, it is 

concluded with a statement on the effect of the 3D printing parameters on the tribological 

property. Based on the experiments carried out on the printed polymers pairs used in this 

investigation, the following can be drawn: 

– The research allows to measure the difference between wear areas of varour polymers, so it 

is suitable for comparative tests of this type. 

– Both ABS and PLA materials are considered to be variations in the properties of the raw 

materials. 

– The 3D printing with the similar print parameters settings tested showed some discrepancies, 

but they did not show a clear tendency to draw a conclusion. 

This experiment examined the variations in mechanical properties of 3D printed material due 

to a variety of factors like strength, stiffness, surface roughness, hardness, durability and 

flexibility. It is clear that further study of the trends proposed by this study is necessary due to 

the limited number and limited quality of samples are used to provide these results. There are 

so many factors that need to be analyzed when it comes to predicting the strength of 3D printed 

parts. As 3D printing becomes more mainstream, companies will want to know how to 

maximize the strength and durability of the products they print. 

The research on this topic can be further developed in many ways. It would be worthwhile to 

carry out further research on different properties of the polymer workpieces. It would also be 

an impressive area to perform a comparative examination of other material properties while 

looking for technological differences. Research could be extended to include mechanical tests 

(e.g., tensile strength) and material science measurements (e.g., hardness).  
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Further study is necessary with Reichert test to be performed considering varying load cases, 

different material pairs of polymers, different material pairs of metallic printed samples and 

also using various lubrication oils.  
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Abstract 

Currently, Indonesia stands as the biggest producer of palm oil in the world. More than 40 

million tons of its production in 2018 had fulfilled both domestic as well as global demand for 

various palm oil based products. However, due to the many environmental as well as social 

destruction associated with palm oil production in the country, many problems needed to be 

addressed including yield gap among agricultural practice of smallholder farmers. In order to 

assist this effort, accurate data and information is needed. This research aims to exemplify the 

capability of satellite image gained from publicly available sources to give an overview on 

productivity of smallholder farmers. By using the computation of three different vegetation 

indices, productivity of plantations in 5 different sub-districts in RIAU province is discussed. 

Given the wide spectrum of smallholder farmer’s characteristics, many factors need to be taken 

into account in analyzing the data obtained.  

 

Key words: Palm Oil, Remote Sensing, Smallholder Farmers 

 

INTRODUCTION 

Currently, Indonesia is the largest palm oil producer in the world. Indonesia's palm oil 

production had reached more than 40 million tons in 2018 (Direktorat Jenderal Perkebunan, 

2019). This production had used a land area of more than 14 million hectares that spread across 

25 provinces in Indonesia from Sumatra to Papua (Badan Pusat Statistik, 2018). Due to the 

wide distribution of oil palm agricultural locations, there has also been a wide variety of 

agricultural practices among independent smallholders. 

There were many research have been done to classify characteristics of agricultural practices 

among smallholder farmers. These classifications were mainly based on ecological, 

demographical, and socio-cultural conditions. At the moment, smallholder farmer’s production 

practice still demanded various improvements. Among the independent smallholder farmers, 

land expansion is still an option to increase production meanwhile the use of existing land is 

still 50% of its optimal (Euler, Hoffmann, Fathoni, & Schwarze, 2016). This has resulted in 
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various environmental and socio-cultural problems. For this reason, various approaches need 

to be taken to support improvements among independent smallholders. Given the wide variety 

of agricultural practices among independent smallholders as well as ecological conditions of 

plantations, a body of research suggested the need for more targeted and measured approach. 

For this reason, a monitoring technique to assist farmers and other stakeholders is needed and 

remote sensing technology can be useful. 

At the moment there are many publicly available satellite data that are accessible to farmers to 

gain data and information. Through spectral and texture analysis, vegetation conditions can be 

classified and treatment can be applied. In palm oil agriculture, remote sensing has been used 

for many purposes such as age and yield estimation, pest and disease detection, and tree 

counting (Chong, Kanniah, Pohl, & Tan, 2017). 

By using publicly available satellite data, this study aims to provide an overview of the different 

vegetation conditions of oil palm plantations in several locations in Indonesia   

       

MATERIALS AND METHODS 

Study Area 

Using Google Earth Pro we identified area of palm oil plantation in Rokan Hulu and Rokan 

Hilir. Rokan Hulu and Rokan Hilir are two districts in RIAU province, location of. We then 

used Geographic information system (GIS) software to capture the targeted area we wanted and 

selected the period 1 July to 31 July 2019.  From the images showed we selected areas with the 

minimum percentage of cloud to get the best view of the plantation area. We then selected 

image taken from 13 July 2019 with 0,1% and randomly drew polygons on 5 different areas. 

Selected areas are illustrated in Figure 1. 
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Fig. 1 Sample areas 

Data Processing 

Three Vegetation indices are used. These indices are Normalized Difference Vegetation Index 

(NDVI), Green Normalized Difference Vegetation Index (GNDVI), and Normalized Difference 

Water Index (NDWI).  

NDVI relates near-infrared and red bands and has a positive correlation with biomass content 

(Alvino, Aleman, Filgueiras, Althoff, & da Cunha, 2020). The index ranges from −1.0 to 1.0, 

that indicates greenness or high chlorophyll content as it approaches 1.0 (Candiago, 

Remondino, De Giglio, Dubbini, & Gatelli, 2015). Moreover, photoactive pigments in plants 

can be distinguished by GNDVI (Alvino, 2020). GNDVI ranges from 0 to 1.0, which indicates 

strong nitrogen status and other stress factors as it approaches 1.0.  

NDWI demonstrate the ability to monitor changes in vegetation water content, and thus can be 

used to improve irrigation and crop monitoring (Alvino et al., 2020). NDWI ranges between -1 

and +1, depending on crop water content, vegetation species, ground cover, and bottom effect. 

A high NDWI, green color, corresponds to high water content in vegetation and wider 

vegetation cover, whereas negative NDWI, red color, corresponds to low vegetation biomass 

and more exposed soil, as crops in central pivots are subjected to irrigation management (Alvino 

et al., 2020) 
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Tab. 1 The considered Vegetation Indices 

 

Statistical Analysis 

For each area, basic statistics of indices values, i.e., Mean (x̅) and Standard Deviation (σx), 

were calculated (Table 2). The mean values of the vegetation indices were used to define 

plant condition profiles of each sample areas and standard deviation values were used to 

analyze data variability (Junges, Fontana, Anzanello, and Bremm, 2017). 

 

RESULTS AND DISCUSSION 

The mean NDVI values of study area 1, 2, 3, 4, and 5 and its deviation are presented to show 

variation of greenness of the area. The highest NDVI value (0.90) occurred in sample areas 3, 

4, and 5 whilst lowest NDVI value (0.09) occurred in sample area 1. According to Candiago et 

al (2015) higher NDVI value indicates higher productivity and biomass content of vegetation. 

 

Tab. 2 Mean, Standard Deviation, Minimum, and Maximum of sample areas 1, 2, 3, 4, 5 

 

 The GNDVI mean and standard deviation obtained showed similar values to NDVI. Slight 

differences occurred on the highest mean value (0.76) in sample area 4 which corresponded to 

the highest NDVI mean value, however, on the same NDVI mean value of sample area 5 

GNDVI mean value was lower. Maximum GNDVI value can be found in sample area 4 whilst 

minimum GNDVI value can be found in sample area 2. Overall, wider range of GNDVI value 

can be found in area 1 and smaller range of GNDVI value can be found in area 5. 
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 Meanwhile, NDWI value showed main differences in comparison with the two other indices. 

Maximum NDWI value can be found in sample area 2 which obtained the lowest maximum 

GNDVI and NDVI values. Widest range of NDWI value can be found in sample area 2 with 

value -0.13 to 1.00. 

    

 CONCLUSION 

This research has shown the capability of satellite image to give an overview on the differences 

of productivity among smallholder farmers. The three vegetation indices can be a tool to obtain 

data and information regarding plant condition that can be useful as a base for efforts on 

improvement. Given the wide variability of smallholder farmer’s agricultural practice, many 

factors need to be taken into account. Data and information gain from satellite images to 

increase productivity should also be improved and adjusted according to the specific needs and 

challenges of smallholder farmer’s agricultural practices.  
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Abstract  

This article deals with the use of multiple GNSS (Global Navigation Satellite System) systems 

in receivers. Using multiple GNSS systems can improve tracking properties. In particular, it 

will improve reliability, consistency and accuracy. The improvement will be reflected mainly 

in conditions of poor signal reception. It can be used in agriculture, forestry, logging and 

guarding of machines. For this reason, Multi GNSS receivers have been tested in well-defined 

environments. This allows us to judge the benefits of integrating multiple GNSS systems in 

receivers.  

Key words: Multi-GNSS, tracking, low cost receivers 

INTRODUCTION 

Nowadays, it is possible to determine the position and parameters of movement of people, 

animals and things using GNSS. American GPS began to be widely used after the year 2000, 

when the use of Selective Availability was discontinued. In addition to the longest used 

American GPS, other systems from other countries are now in operation. Using Russian 

GLONASS, you can determine your location anywhere on Earth. Development began in 1796 

and the system has been fully operational since 2011. But fewer devices use GLONASS system. 

The civilian equivalent of the American GPS is the European system Galileo. The project was 

launched in 1999. The system has been fully operational since 2019 and the complete system 

with 24 satellites is expected by the end of 2020. As a result, devices using other systems are 

appearing on the market. However, many devices still use a single GPS system. The question 

is whether and what is the benefit of integrating multiple GNSS systems in receivers. The 

accuracy and availability of satellite information is affected by a number of factors. The 

availability of information from satellites is primarily affected by the environment in which the 
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receiver is located. The receivers are not able to pick up the signal in dense vegetation, 

underground buildings and other places without a direct view of the sky. The integration of 

multiple GNSS systems can improve the reliability of the receivers. We assume the lowest 

reliability for a receiver using only GPS, greater reliability for a receiver using GPS and 

GLONASS at the same time, and the best properties can be expected for a receiver using GPS 

GLONASS and Galileo at the same time. 

 

MATERIALS AND METHODS 

Receivers using GPS, GLONASS and Galileo systems were used. The device used code 

measurements to determine its location. The code measurement principle use the distance 

between the receiver and the transmitter to determine the position (Kaplan, 2017). This method 

is used in most ordinary GPS receivers (Bensky, 2016). The accuracy displayed by the 

equipment is an estimate of accuracy in meters, called medium position error. The magnitude 

of the medium positional error is affected by the number of received signals, the location of the 

transmitters and the strength of the received signal and the constellation of satellites (Bhatta, 

2011). This is why the accuracy and reliability of the location depends on the view of the sky 

(Ge, 2017). Measurements took place in Central Bohemia Region in Czech Republic. Territory 

with coordinates 50 ° 3′0 ″ N, 14 ° 42′36 ″ E. The measurement took place during the day and 

on weekdays in 2020.  

Navigation equipment model  M1805D1SG was used. It is a mobile low-cost receiver with 

localization via A-GPS, GLONASS and Galileo. It has a CPU 8 × Cortex-A53 Qualcomm 

Snapdragon 625 2 GHz, chipset Qualcomm Snapdragon 625 MSM8953, a Li-Ion battery with 

a capacity of 4000 mAh, for long life and works on the Android 10 platform.  

The measurement was always performed using three devices simultaneously. At the same time 

and same location, was determined at the geographical location. The first device determined 

the position only by GPS, the second one by GPS and GLONASS simultaneously, the third one 

by GPS GLONASS and Galileo simultaneously. SBAS (Satellite Based Augmentation 

Systems) and GBAS (Ground Based Augmentation Systems) were not used. The measurement 

took place in defined environments:  

- Forest 

It is densely wooded environment in which trees hinder the view of the sky. Conifers and 

deciduous trees are higher than 5 m. We can assume a weaker GNSS signal. 
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- Open landscape 

This is an environment with an excellent view of the sky. Conditions for receiving GPS signals 

are ideal. 

- City 

The city environment consists of dense building clusters where houses are over six meters 

high and the view of the sky is worsened. It is possible to assume a lower visibility of GPS 

satellites. The receivers were outside the buildings when measured. 

 

RESULTS AND DISCUSSION 

The results of GPS-only tracking are shown in Table 1. It can be seen that the accuracy 

decreases in the city and in the forest, where there is no good view of the sky.  

Tab. 1 GPS-only measurement  

Environment Average accuracy 

(m) 

Number of measurements 

Forest 6.6 500 

Open landscape 5.2 500 

City 13.4 500 

 

The results of GPS + GLONASS tracking are shown in Table 2. It is obvious that in ideal 

conditions for signal reception there is no difference, the improvement occurred in an 

environment of worse signal reception. 

Tab. 2 GPS + GLONASS measurement  

Environment Average accuracy 

(m) 

Number of measurements 

Forest 6.2 500 

Open landscape 5.2 500 

City 10 500 
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The results of GPS + GLONASS + Galileo tracking are shown in Table 3. Again, in an 

environment with ideal reception conditions, there is no difference. In the forest and in the city, 

the accuracy of tracking has again improved, as confirms Cole (2020). 

Tab. 3 GPS + GLONASS + Galileo measurement 

Environment Average accuracy 

(m) 

Number of measurements 

Forest 5.4 500 

Open landscape 5.2 500 

City 6.3 500 

 

Tracking using GPS-only code measurement for the civil sector is a relatively accurate method. 

However, only in ideal conditions it achieves an accuracy of about 5 m, in an environment with 

a poor view of the sky, the accuracy and reliability deteriorates significantly. Surprisingly good 

results were obtained when positioning with two or three GNSS systems together, as confirmed 

by the author Kiliszek (2020). Compared to GPS-only, the results were always better or the 

same.  

 

CONCLUSION 

GNSS locators operating only in ideal conditions for signal reception with a perfect view of the 

sky can use only one GNSS system. They will achieve good results assuming that the receiver 

will not occur in a degraded environment and it is not an emergency system and there is no 

need for high reliability. When using multiple GNSS systems, the improvement did not show 

in an ideal environment, the average accuracy was the same. Surprisingly good results were in 

an environment of poor signal reception. The integration of multiple systems GNSS is ideal for 

emergency systems, for systems where failure will endanger property or lives, and for 

autonomous systems without human control, as confirmed by the author Elghamrawy (2020). 

The integration of multiple systems in receivers appears to be very beneficial, reliable, 

affordable and does not have to significantly increase the weight and energy consumption of 

the device. It is therefore desirable that the integration of multiple GNSS systems be used by 

multiple receivers in future.  
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Abstract 

This article is focused on working tools, which can be used for combinator, not only for 

preparing soil in small depth after primary soil tillage. Purpose of this work is suggesting a 

useful machine which will obtain usability in conservation tillage. 

 

Key words: soil, combinator, tools, soil tillage 

 

INTRODUCTION 

Soil tillage and especially the choice of technological line for its preparation is a difficult task 

within the company, especially nowadays. When deciding on the composition of machines, 

especially in soil preparation, there are a number of issues, whether precipitation fluctuations, 

legislative restrictions in the field of chemical plant protection, which has a significant decision-

making role in the final choice of the chosen technology. (Hůla, Procházková a kol., 2008). 

This article focuses on the innovation of an agricultural machine for pre-sowing soil 

preparation, the subsequent innovation of which can be used to process the soil profile, 

especially by conservation tillage where they are only to reduce the number of crossings, but 

especially to leave the remains of bioamide and intermediate crop on the surface, or at male 

depths. The aim of my work is to oversize the combiner, especially the machine frame, 

including working tools and fuses. In the article we deal with the secondary tillage of 

a combined machine, which is arranged according to individual working sections. The amount 

of plant residues by the selected method is evaluated here. Subsequently, the machine will be 

conceptually designed so that, depending on the working speed and depth of processing, there 

will be a minimum coverage of plant residues or a set limit value. 
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MATERIALS AND METHODS 

 

For the measurement itself, basic method were selected to evaluate the condition of the land 

before and after tillage. For tillage was select a combinator, which is shown: fig. 1. Tillage and 

plant residues  

 

    Fig. 1 Operating mode of the machine 

were measurements in locality Stolany altitude of 420 m a.s.l. Combinator contains six working 

sections with individual working tools. Front section has double rows of plate tools. Support 

points are front pipe roller and rear crosskill roller. Working speed, which was used was about 

8 km.h-1. Working depth was approximatelly. The overall weight of machine is 2 800 kg. 

Setting depth of Duck foot which are connect with tines is mechanically. Used tractor Case IH 

285 MX. The main goal was to determine the amount of plant residues by one crossing the 

machine in the field. The measurement took place in March as a preparation of a field for 

sowing corn. First, it is necessary to take a photo of the surface of the plot. The important thing 

is to take a photo outside the direct radiation of the sun, because the shadows distort the results. 

Creating photos was Canon EOS 77D. Picture is shown (2). 

 

 

Fig. 2 Soil cover with plant residuas 
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The photos taken in this way and their evaluation serves the initial data, which are a priority for 

further research, especially Soil Tillage Minimalization. The photos created in this way were 

transferred to the computer for further processing after measurement. Here the photos created 

were edited using color correction tools and color replacement tools edited to photos images 

consisting only of black and white color, where in the space of the bare surface of the soil is 

located black and white are marked plant remains. Then, thanks to the histogram function, we 

found the percentage of black and white color in the image. These black and white 

representation values correspond to the percentages of land covered with plant residues and the 

percentage of bare soil. Data were processed by the programmes MS Excel and Statistica. 

 

RESULTS AND DISCUSSION 

Tab. 1 Graph of the representation of plant residues 

  

Coverage by plant residues (%) 

Before tillage  After tillage  

N
u
m

b
er

 o
f 

m
ea

su
re

m
en

ts
 

1   5    0.3    

2   9.6    0.6    

3   7.1    1.7    

4   12    1    

5   6.9    0.5    

Average 8.12   0.82     

 

   

Fig. 3 Default graph 

The measurement results recorded in Table 1 clearly indicate that: the vast majority of plant 

residues on the soil surface were incorporated. Using the analysis, according to Tukey, we see 
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a clear statistical difference between the incorporation of post-harvest residues before and after 

crossing. 

 

CONCLUSION 

The measurement results recorded in Table 1 clearly indicate that: the vast majority of plant 

residues on the soil surface were incorporated. Using the analysis, according to Tukey, we see 

a clear statistical difference between the incorporation of post-harvest residues before and after 

crossing. 

 

REFERENCES 

1. Wei, M., Zhu, L., Luo, F., Zhang, J. W., Dong, X. W., & Jen, T. C. (2019). Share-soil 

interaction load and wear at various tillage conditions of a horizontally reversible 

plough. Computers and Electronics in Agriculture, 162, 21-30. 

2. Zeng, Z., & Chen, Y. (2018). The performance of a fluted coulter for vertical tillage as 

affected by working speed. Soil and Tillage Research, 175, 112-118. 

3. Hůla, J., & Procházková, B. (2008). Minimalizace zpracování půdy. Profi Press, 248p. 

4. El Titi, A. (2002). Soil tillage in agroecosystems. CRC Press, 367 p. 

5. Usaborisut, P., & Prasertkan, K. (2018). Performance of combined tillage tool operating 

under four different linkage configurations. Soil and Tillage Research, 183, 109-114. 

6. Cardei, P., Vladutoiu, L. C., Gheorghe, G., Fechete, T. L. V., & Chisiu, G. (2018, 

January). Multidisciplinary Investigations Regarding the Wear of Machine Tools 

Operating Into the Soil. In IOP Conference Series: Materials Science and Engineering 

(Vol. 295, No. 1, p. 012007). IOP Publishing. 

7. Askari, M., Shahgholi, G., & Abbaspour-Gilandeh, Y. (2019). New wings on the 

interaction between conventional subsoiler and paraplow tines with the soil: effects on 

the draft and the properties of soil. Archives of Agronomy and Soil Science, 65(1), 88-

100. 

8. Lisowski, A., Klonowski, J., Green, O., Świętochowski, A., Sypuła, M., Strużyk, A., ... 

& Mieszkalski, L. (2016). Duckfoot tools connected with flexible and stiff tines: Three 

components of resistances and soil disturbance. Soil and Tillage Research, 158, 76-90. 

9. MAŠEK, J.; NOVÁK, P.; CHOLENSKÝ, J. Vliv technologie zpracování půdy na její 

vlastnosti. Agrjournal. 5.4.2015. [cit. 18.11.2017] Dostupné z: 

https://www.agrojournal.cz/clanky/vliv-technologie-zpracovani-pudy-na-jeji-

vlastnosti-43  

10. SOMMER, C.; ZACH, M. Langfristige Sicherung der Bodenfruchtbarkeit durch 

konservierende/schonende Bodenbearbeitung. Feldwirtschaft, 1990, 342 s. 
 

Corresponding author: 

Ing. Josef Šmíd, Department of Agricultural machines, Faculty of Engineering, Czech 

University of Life Sciences Prague, Kamýcká 129, Praha 6, Prague, 16521, Czech Republic, 

tel: +420 775 216 009, email:smidj@tf.czu.cz 

 

 

274



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Fuzzy control application system of moving object with different dynamic libraries 

 

R. Srnánek1, D. Horňák1, V. Cviklovič1, D. Hrubý1 

1Department of Electrical Engineering, Automation and Informatics, Faculty of Engineering, 

Slovak University of Agriculture in Nitra, Tr. A. Hlinku 2, 949 76, Nitra, Slovakia 

 

Abstract 

In the last time technology was focusing on size and speed of parts. Usually we can talk about 

size of mechanical parts but also about size of virtual parts like algorithms and programs. When 

we can simplify program part then we can store more data into memory and use it for other 

variations of our program or for other purpose. On the other hand, we still need some precision.  

For better efficiency we can use one of the non-conventional algorithms which are also used 

more often in normal population and not only in research centers If we want to replace our 

conventional system with Fuzzy system, we can expect better efficiency and secure the same 

terms and states of our program. We compared these different algorithms in this work. Because 

in this time, native support is not for fuzzy system we are using dynamic libraries for testing. 

The purpose of this work is to find how to make algorithm for path finding to run over most 

area of the and labyrinth correctly set up fuzzy system for mobile robot. We compared solutions 

and options that we have with each solution that we suggest. 

 

Key words: C#, artificial intelligence, mobile robots, controlling movement in 2D, .NET, dll 

 

INTRODUCTION 

In the last decades started trend to use more often non-conventional algorithms for programing. 

The reason is we can make better algorithms with more efficiency and they also can use smaller 

space in storage memory. We chose C# language for testing which is most used in technical 

sphere. The language was developed in 2000 as part of .NET standard core by Microsoft. It’s 

used wildly in all kinds of technical areas and it can be extended by dynamic libraries (dll) or 

Application programming interface (api). These methods are giving us a huge potential to use 

it everywhere in technical area, because there is huge development support. We can also 

develop in this language database programs, web applications and pages, web services, mobile 

software and Windows form applications. Syntax of this language is similar to C and it’s 

possible to move it in between C++. The code is divided into classes and there is no need to use 
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any sort of a translation language. Most types in the language correspond to the valuable types 

implemented in the Common Language Infrastructure layer.  

The fuzzy system was developed by the American mathematician of Russian origin prof. Lotfi 

A. Zadeh in year 1973 for the need to define mathematical vague and unclear values which are 

called fuzzy values. He determined theory of fuzzy logic and how could be achieved system 

limited with non-crispy values but values in range. The typical examples are like tall man, hot 

water and fast car. 

In the last conference ICYS 2019 we presented work where we compared computing time. We 

compared dll in testing computing fuzzy system which haves two inputs and give us one output. 

We want to continue in this development and apply it on the moving simulation of object which 

can be presented as mobile robot. We want to control it by fuzzy system instead of conventional 

programing methods. 

 

MATERIALS AND METHODS 

Mathematic of movement in 2 dimensions can be presented by multiple points on the radius 

which are relative to middle point. In our case we don´t include dynamics of mobile robots. 

Usually there is used slow speed robot and we can ignore dynamics. In this article we are 

working with single point, which represents middle point of moving robot.  

To move testing robot, we use easy mathematic equations which are showed like computing 

coordinates (Eq. 1) and (Eq. 2). There is negative increase because in the Microsoft Visual two-

dimension topologies for object elements are negative directions up and left. 

 

x1 = x0 + (-5 · cos (θ)) (1) 

y1 = y0 + (-5 · sin (θ)) (2) 

Where:  x0, y0 old coordinates, 

  x1, y0 new coordinates, 

  θ angle of rotation. 

Angle of absolute coordinates can be computing also like proportion of y and x coordinates or 

also sin and cos θ. 
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Fig. 1 Old and new position 

 

The easiest way to imagine fuzzy system is by extending logical binary operators with fuzzy 

sets which are vague. Every set has degree of belonging to this set and it is named as fuzzy 

membership function. Values are not like in classic binaries 0 or 1, but there is a range between 

for example 0 and 1. It is not clear sets. These are distinguished by the fact that the characteristic 

function characterizes the degree to which the element belongs in the set, as opposed to the 

classical logical approach, which characterizes only the values. It is necessary to use linguistic 

variables which values will interpret fuzzy sets. A set of such values is referred to as a set of 

terms, and they are defined as a universal set. Linguistic variables are not expressed 

quantitatively in units of measurement. Therefore, it is difficult to decide which variable 

element it belongs to. For every term is characteristic function called the function of belonging 

mS(t). Fuzzyfication is process of assigning values of the input variables to the sets by using 

functions. There are multiple affiliation functions, but basic and most used are: 

• Λ - function (triangle function),  

• L - function,  

• Π - function (trapezoidal function) 

• Γ - function,  

• S – function, 

• Z – function (Modrlák, 2004).  

Interference rulse are base of determines of rules for fuzzy control inference that describes the 

behavior of the management system. It is jurisdiction interference system which determines the 

degree of each rule. Usually there are very often used this type: 

 • min- at which the resulting degree of jurisdiction is trimmed by the lowest degree of 

affiliation of inputs (fuzzy set penetration) 

• max- at which the resulting function of affiliation is created by adding the maximum 

values of the function of the conclusions of the points by point (unification of fuzzy sets). 
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There are a lot of methods of interfering with rules evaluation. The control of logical is most 

often expressed by like conditionals programing. Expressed by statement IF- THEN how it is 

showed under in statement (Eq. 3). 

 

If STATEMENT1(antecedent) then STATEMENT2(consequent) (3) 

 

There are two parts antecedent and consequent. Antecedent has parts which are connected by 

logical operators. There can by also used negation of these operators. It is called decision rules. 

Consequent respond to a change in the quantities decaled in antecedent. The affiliation of the 

input value is determined in a consistent level by which it cuts the output values. Implication 

of interference rule is performed in the fuzzification process. The most used is Mamdani 

implementation and Sugeno. But there are many ways how to calculate defuzzification´s 

system. For better understand there are a few differences. (L.A.Zadeh, 1965). 

 

Tab.  1 Comparing Mamdani and Sugeno output 

 Mamdani Sugeno 

Output Membership 

Function 

Is intuitive. It is most linear or constant, like PID 

control. 

Mathematical Rules Have only classic 

rules. 

Have much more mathematics rules. 

Adjustable Parameters Are well-suited to 

human input. 

There are more adjustable parameters. 

 

As we can see in the table (Tab. 1) the most significant difference is that Sugeno method has 

linear function output which is constants. And uses weighted average to compute the crisps 

output. But Mamdani´s implication it has output value with outputs fuzzy sets. There are 

examples for better understanding. Mamdani is first (Eq. 4) and next statement (Eq. 5) is 

Sugeno. 

 

IF A is X1 and B is X2 then C is X3 (4) 

IF A is X1 and B is X2 then C = AX1 + BX2 + C (5) 
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The assignment of output linguistic variables by the inferior mechanism to the sharp values of 

the action variable called defuzzification. It is done within the permissible range of affiliation 

functions. At the end the result of fuzzy control is trimming of the function of jurisdiction by 

decision rules for individual terms of output variables. 

 

Fig. 2 Diagram of fuzzy System 

 

The most used methods for defuzzification are surface and an acceptable solution. And these 

methods are modified. Output for each methods are for sure different and for this there is 

necessary to choose right one for our application (L.A.Zadeh, 1965). 

 

RESULTS AND DISCUSSION 

Fuzzy framework FLS is developed on the .NET core platform. It is without description of 

components but is very simple to use and to understand. It can be used correctly because we 

also found a lot of libraries which are not specified in description how they are computing fuzzy 

output and how to correctly make fuzzy system with them. And for this reason, we can´t use 

them for our experiment. This library is very simple in declaring all fuzzy components. And we 

can´t change settings. Supports continuous and discrete settings. Any fuzzy sets can be used if 

they can be described by a polynomial function group. Standard C # operators can be used to 

create relationships and implications. Defuzzification the relationship to a sharp value is done 

directly using the C # method. It is supported for graphs, relationships and hierarchy in the tree 

view. There are Center of Gravity and Middle of Maximum methods for defuzzification. 

Multiple classes are predefined and can be used to declare membership functions. These are the 

most used types: trapezoidal, triangular, bell, singleton, Z, Composite, and Gausses. 

Implications for interference rules are Sugeno and Mamdani.  
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Fig. 3 Example of declaring linguistic variables of membership functions 

 

Very easy with declaring linguistic variables, how we can see on the figure (Fig. 3), lvright with 

linguistic name. Subsequently there are assigned a membership functions where they will set 

what type of its values have. With using IFuzzyEngine class we can set a fuzzy set and 

processing system is created on a sharp fuzzy output. The interference rules are assigned to 

system. They are using by declared names in parentheses. For making rules, there are typical 

connectors: and, not. Variables values must be written in parentheses and joined together to 

form rules by using a dot and interference tag. On the end, all the rules are assigned to a fuzzy 

system called fuzzyEngine. Result is invoked after writing to the output variable and calling the 

defuzzification function. 

AForge.NET is library for artificial intelligence and image processing. It is open source library. 

The part for Fuzzy system consists of classes to perform fuzzy sets and linguistic variables 

using interference rules. Type for defuzzification is Center of Gravity. But you can create new 

class for other new method. The result of defuzzification system is determined as the coordinate 

of the center of gravity of the area formed after the unification of the areas that arise by limiting 

the functions of the output terms with non- zero values. Membership function which are 

available are trapezoid, singleton and piecewise. Piecewise linear function is a function in 

which a set or array of points is specified on the x-axis that creates a bounded area. Singleton 

function is single point. Implication of interference rule is implied by Mamdani´s implication 

for this library.  

 

 

Fig. 4 Example declaring new rule in AForge 

 

For someone can by advantage function for evaluating of rules. Every rule can be evaluated for 

verifying fuzzy rule. It means that if these rules are used to calculate the result. There are serves 
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the rule class. Each new rule must be assigned to the rule database or to the interference system. 

It is declared by name and word in string format. FuzzySet class declares the linguistic name 

and the corresponding function with values. Each function is then added to the linguistic 

variable. When we create linguistic variable, we must also create a database of interference 

system. Consequently, you only need to set a linguistic variable that serves as an input and enter 

a value into it. 

At last conference we used MATLAB COMPILER which is extension of MATLAB. This 

extension can transform MATLAB projects into .dll, but after several tests and many trials we 

decided not use it, because our program was busy, and it can´t worked correctly.  

Programing for simulation which we used was inspired by one of testing program for fuzzy 

library. We made similar program for testing and comparing dynamic libraries and algorithms. 

The point on the figure (Fig. 5) represents mobile robots’ middle point which is moving in two-

dimension labyrinth. The light blue line is measuring distance from obstacle in front of him and 

red represent left side and green right side. The dashed line is traveled track path.  

 

Fig. 5 Preview of simulation of mobile robot in program 

 

We drew map with curved and sharp edges. There are wider and thinner corridors along the 

path and we also tried to make some local minimums where the robot could be trapped. This 

planned map we can see on figure 6. 

We used simple fuzzy system to compare libraries, for testing and for better understanding on 

how to build fuzzy system to control a mobile robot in future works and in real condition. The 

fuzzy system consists of three inputs and one output. The inputs are distances from the obstacle 

in front, right and left side of mobile robot. The code was launched for 30 s. After this time, we 

analyzed traveled path of the vehicle.  
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Fig. 6 Map of labyrinth 

 

Rule 1: IF Frontal Distance IS Far THEN Angle IS Zero 

Rule 2: IF Frontal Distance IS Far AND Right Distance IS Far AND Left Distance IS Far THEN 

Angle IS Zero. 

Rule 3: IF Right Distance IS Near AND Left Distance IS Not Near THEN Angle IS Little Negative. 

Rule 4: IF Right Distance IS Not Near AND Left Distance IS Near THEN Angle IS Little 

Positive"). 

Rule 5: IF Right Distance IS Far AND Frontal Distance IS Near THEN Angle IS Positive. 

Rule 6: IF Left Distance IS Far AND Frontal Distance IS Near THEN Angle IS Negative. 

Rule 7: IF Right Distance IS Far AND Left Distance IS Far AND Frontal Distance IS Near THEN 

Angle IS Positive 

Fig. 7 Fuzzy rules  

 

The fuzzy system has 3 fuzzy sets, each of them was trapezoidal function. They are:  

 near {0, 5, 15, 20},  

 medium {15, 30, 60, 80},  

 far {60, 80, 120,120}.  

For output was angle fuzzy set and has 5 fuzzy sets:  

 negative { -40, -35, -25, -20},  
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 little negative {-25, -20, -10, -5},  

 zero {-10, 5, 5, 10},  

 little positive {5, 10, 20, 25},  

 positive {20, 25, 35, 40}.  

For getting output we have 5 interference rules which used centroid defuzzification and 

Mamdani ´s implication. We wanted to set up this setting for both algorithms, but it is hard to 

tell if they are 100% alike.  

 

Fig. 8 Membership input function in plot 

 

Fig. 9 Membership function for output 

 

Fig. 10 Output surface for the fuzzy inference system 

For comparing fuzzy system with conventional solution, we have made decision algorithms 

with conditional formatting IF- THEN. There are 8 states like 7 rules in fuzzy system, and one 

state is for option when it does not match any state. We can see on this solution is path very 
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straight and it is very similar to BUG algorithms. It looks like typical path for robot which use 

three sensors and follow the obstacle like we know from our previous experiences.  

 

Fig. 11 Declaring conventional system for controlling 

 

Fuzzy system which was performed may be for first look like chaotic path. But how we know 

there is controlled driving, which was made correctly, and it reach most places of all labyrinth. 

There are some places where mobile robot was a little bit too close to the wall. We are sure 

there should be more testing and there can be modification in fuzzy sets or maybe adding fuzzy 

sets. 

How we can see at the comparison, the path for mobile robot is smoother and we also tracked 

the length of traveled path which is in pixel points. It is almost same but in the real-world fuzzy 

system would be more efficient and can avoid more intricate obstacles. Also, we can see the 

fuzzy algorithm was faster because it made longer path. We can see the convictional system 

was stuck in the loop.  

How we can see on the bottom figure (Fig.12), we also tried more starting positions for robot 

path. First row is from left bottom start position. The second is right bottom side and last two 

are from right upside and left upside.  

Our map has little corridors and didn´t reach most of all labyrinth. We should set new labyrinth, 

or we can change fuzzy membership functions limits for better ones. From path distance we 

cannot say which algorithm is more efficient. All of the algorithms reached almost every area 

of the labyrinth. 
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974 px 1461 px 1191 px 

874 px 836 px 911 px 

1092 px 11342 px 1047 px 

758 px 846 px 911 px 

Fig. 12 Comparing solution for AForge (left column), FLS library (middle column) and 

conventional system (right column). Number below screenshot is distance of path. For each 

row is different starting position. 
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When we look at the outputs from our libraries and if we compare them, we can see the 

difference from each library and we also can´t tell if the fuzzy control is more effective than 

conventional If-Then. There are results which show us the solution was not a shortened path. 

When we made some earliest attempts, we can´t see this system is not bad for this solution. 

After then we can tell for each dynamic library there are different solutions under the same 

conditions. 

 

CONCLUSION 

We made many tests with many variations of fuzzy settings. The setting depends on a specific 

application like anywhere else. But we can see the fuzzy control system reacts dynamically to 

obstacles and crispy step changes like conventional conditional statement IF-Then. As find 

Patrik Kósa and collective (2019) in article, ”The continuous increase in the number of 

inference rules increases the quality of control and also the complexity of the system and, it is, 

therefore, important to determine an optimal number of inference rules in order to ensure an 

optimal control quality together with the smallest possible complexity of the fuzzy controller.” 

We must find suitable number of rules for our mobile robot control and set right membership 

functions. Because Razif Rashid (2010) with collective presented the results there is no benefit 

with more membership functions. The times to reach the target points were longer than with 

more membership function. “It is shown that fuzzy logic controller with input membership of 

three provides better performance compared with five and seven membership functions.” 

We achieved that fuzzy dynamic libraries can control mobile robots in simulation, and we want 

to continue with testing in real application. Libraries have enough potential to build fuzzy 

system and use it for almost all main elements for building this system. For MATLAB compiler 

there must be done thorough research and some testing on how to effectively implement it into 

the code. 

Conventional IF-THEN system can be used for some exact state system. It means for some 

setting system or like adjustment states in exact conditions. Or maybe in positioning or ride 

backwards, positioning from one state to other, etc. If we have not exactly sharp corner area 

can used fuzzy system for better controlling also can be better to react in dynamic environment.  

In our future work we want aim for targeting this aspect of fuzzy rules and membership 

functions for good driving and achieve good controlling with minimum senseless fuzzy 

membership function. The aim for building good fuzzy system is targeting the good value of 

membership function and not giving more membership or fuzzy rules.  
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Abstract 

Different climate scenarios can cause a change in soil conditions. For the simulation of this 

change, the process-based cropping systems EPIC model was used. The model outputs were 

compared with fertilization treatments in a long–term field trial. The results show that the  

model responds well to the changing climate conditions. Organic fertilization was found as an 

important factor stabilizing the level of soil organic carbon in tested scenarios.  

 

Key words: SOC, fertilization, soil quality, simulation, sustainable agriculture, retention 

 

INTRODUCTION 

The soil quality is mostly indicated by soil organic carbon (SOC) content. Higher content of 

SOC is connected with organic fertilization and has positive influence on yield and soil 

properties (LIPAVSKÝ et al., 2008; STEHLÍKOVÁ et al., 2016; STEHLÍK et al., 2019). 

Various models such as CENTURY and ROTHC, are used to predict SOC content. Complex 

process-based cropping systems models can be used as a tool to search for and valuate possible 

strategies in order to model the reality and future scenarios in agriculture (BALKOVIČ and 

SOBOCKÁ, 2006; BARANČÍKOVÁ, 2007; BALKOVIČ et al., 2013). The EPIC model 

(GERIK, et. al, 2015) includes the CENTURY model and it was also used to predict the 

dynamics of SOC (CAUSARANO et al., 2007). Simulation models are a good tool to predict 

the consequences of climate change in agriculture. Climate change, which manifests itself in 

changing temperatures and precipitation, is being predicted in various scenarios of CO2 

concentrations (IPCC, 2014). These scenarios and their possible impacts in the Czech Republic 

are simulated and visualized in detail on the www.klimatickazmena.cz (CZECH GLOBE) 

webpage.  The aim of our study was to show how the validated EPIC model responds to changed 

climate parameters and various scenarios. 
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MATERIALS AND METHODS 

Long-term experiment 

The research has been based on the data gathered through a long-term field experiment, that 

was carried out near the town of Trutnov (430 m a.s.l., annual mean temperature 7.5 °C, annual 

mean precipitation 750 mm, 50°33'44"N, 15°53'25"E). This field experiment was carried out in 

the years 1965-2009. Its aim was to compare the effect of organic fertilization with treatments 

on crop yields and soil fertility:  farmyard manure (FYM); cereal straw supplemented with 

mineral N; no fertilization. FYM was applied before potato season in every 4th year starting 

from 1965, at the rate of 30 t/ha. Straw was applied in the same years, after the harvest of cereals 

(rate of straw 6 t/ha after wheat, rate of straw 4.5 t/ha after barley). Mineral N fertilizer was 

added at the rate of 1 kg N per 100 kg straw. The straw was harvested in all treatments and 

taken away and in the treatment based on straw, straw was re-implement in rate 4.5 or 6 t/ha.    

The eight-year crop rotation consisted of cereals (50%), potato (25%), and a fodder crop 

(clover; 25%). Conventional soil cultivation was maintained, including ploughing to the depth 

of 25–30 cm. SOC content was about 1.15% by weight at the beginning of the experiment.  

The soil was a silty loam Cambisol (29% of sand, 62% of silt), with the initial SOC of 

1.15% by weight in the layer 0-30cm and 0.2% by weight in the layer under 30cm in 1965. 

Mean C inputs at the FYM and Straw plots were similar. 

In this study, data from non-fertilized treatment (Cont), only mineral fertilization 

(NPK), straw with mineral fertilization (Straw+N+NPK) and manure with mineral fertilization 

(FYM+NPK) were used. Soil organic carbon (SOC) content was sampled in the plow layer of 

15cm depth during this experiment (1965-2009). 

 

Scenarios 

The EPIC model was used for local implementation, which was pre-set, calibrated and validated 

for the conditions of the Trutnov experiment (MADARAS et al., 2017). The model operated 

with the daily climate data (1965-2009) consisted of the daily precipitation, maximal and 

minimal daily temperatures and solar radiation.  

Thirty scenarios were created, which transformed original data towards lower/higher 

precipitation, higher temperature and higher atmospheric CO2 concentration. Daily air 

temperature was increased by +1°C and +2°C, precipitation was also modified at a daily basis 

in order to reach an increase of +10% / +30% and decrease -10% / -30% (Tab. 1).  
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Soil organic carbon (SOC), in this long-term experiment, was simulated at 350 ppm CO2, 

corresponding to the simulated period 1965-2009. The rise of CO2 concentration is expected 

and it can reach the climate scenarios from 420 ppm to 540 ppm in 40 years (STEIN, 2020). 

Actually, the value of CO2 concentration is 417 ppm for May 2020. (STEIN, 2020). Therefore,  

CO2 concentration was set to 420 ppm (RCP 2.6), 540 ppm (RCP 4.5) and 670 ppm (RCP 6.0) 

in our model runs (IPCC, 2014).  

The simulated SOC was represented by the EPIC output variable OCPD (organic carbon in a 

plow depth of 15 cm).   

Scenarios were simulated with and without water erosion (EROSION, NO EROSION) as an 

important factor of soil conservation. The period of simulation was 45 years, matching the 

duration of the long-term experiment.  

 

Tab.1: Precipitation in the used climate scenarios  

PREC mm/year 
Count 

of years 

Annual 

PREC 

Min PREC 

mm 

Max_PREC 

mm 

OBSERVED (1965-2009) > 830mm 12 755 574 976 

OBSERVED (1965-2009) < 680mm 13 755 574 976 

OBSERVED (1965-2009) In 680-830mm 20 755 574 976 

SCENARIOS_-30% < 680mm 44 530 402 683 

SCENARIOS_-10% < 680mm 22 680 516 878 

SCENARIOS_+10% > 830mm 24 830 631 1073 

SCENARIOS_+30% > 830mm 36 980 746 1268 

 

RESULTS AND DISCUSSION 

The simulated SOC content with the CO2 concentration of 350 ppm corresponded well to the 

observed values from the data set gained through the experimental period  (Tab. 2). The increase 

in SOC at the non-fertilized treatment (Cont) was negligible compared to the fertilized 

treatments. The system was saturated in SOC at Cont at 540 ppm already, while at fertilized 

treatments the saturation occurred in higher concentration (Fig. 1). The simulation of higher 

CO2 concentration led to an increase in SOC also in the study of CHENG and JOHNSON 

(1998). The growth stimulus due to the elevated CO2 may offset potentially negative yield 

impacts of temperature increase by +2°C and soil degradation in most of Europe (BALKOVIČ 

et al., 2018).  
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Tab. 2 Comparison of SOC in simulated (CO2 concentration in 350 ppm used in the EPIC 

model) and observed values in the data set 1965-2009 

S
O

C
 (

%
) 

Year 1972 1998 2004 

Variant Simul Observ Simul Observ Simul Observ 

Cont 1.19 1.23 1.1 1.07 1.13 1.085 

NPK 1.23 1.17 1.17 1.305 1.205 1.215 

Straw+N+NPK 1.28 1.32 1.33 1.37 1.346 1.36 

FYM+NPK 1.28 1.27 1.34 1.405 1.368 1.29 

 
  

      

S
O

C
 (

t/
h
a)

 

Year  1972 1998 2004 

Variant Simul Observ Simul Observ Simul Observ 

Cont 26.78 27.68 24.75 24.08 25.43 24.41 

NPK 27.68 26.33 26.33 29.36 27.11 27.34 

Straw+N+NPK 28.80 29.70 29.93 30.83 30.29 30.60 

FYM+NPK 28.80 28.58 30.15 31.61 30.78 29.03 

* Initial SOC content for all treatments at the beginning of the trial (1965)- 26.5 t/ha (1.15 %) 

 

 

Fig. 1 The progress of simulated SOC content in different CO2 concentrations and treatments 

of the field trial after 45 years of simulation (initial SOC content 26.5 t/ha) 
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Tab. 3 Influence of water erosion elimination and difference in precipitation on the SOC content 

after 45 years of simulation 

  
CO2 Concentration/variant +/- Difference in sum of precipitation 

E
R

O
S

IO
N

 

350 ppm -30% -10% 0 +10% +30% 

Cont 25.3 25.0 24.9 24.8 24.8 

NPK 27.4 26.9 26.7 26.6 26.4 

Straw+N+NPK 30.8 30.1 29.8 29.5 29.0 

FYM+NPK 31.7 30.9 30.5 30.2 29.6 

N
O

 E
R

O
S

IO
N

 Cont 26.7 26.6 26.5 26.4 26.2 

NPK 29.4 29.1 29.0 28.8 28.5 

Straw+N+NPK 34.0 33.5 33.1 32.9 32.4 

FYM+NPK 34.8 34.2 33.9 33.6 33.1 

E
R

O
S

IO
N

 

420 ppm           

Cont 25.3 25.0 25.0 24.8 24.8 

NPK 27.8 26.9 27.1 26.6 26.4 

Straw+N+NPK 31.3 30.1 30.2 29.5 29.0 

FYM+NPK 32.2 30.9 31.0 30.2 29.6 

N
O

 E
R

O
S

IO
N

 Cont 26.9 26.7 26.6 26.5 26.3 

NPK 30.0 29.6 29.6 29.4 29.1 

Straw+N+NPK 34.6 34.0 33.7 33.4 32.9 

FYM+NPK 35.5 35.0 34.6 34.4 33.8 

E
R

O
S

IO
N

 

420 ppm +1°C           

Cont 25.3 24.9 24.8 24.7 24.7 

NPK 27.4 26.9 26.7 26.6 26.4 

Straw+N+NPK 30.8 30.2 29.8 29.6 29.0 

FYM+NPK 31.7 30.9 30.6 30.3 29.7 

N
O

 E
R

O
S

IO
N

 Cont 26.9 26.5 26.4 26.3 26.1 

NPK 29.5 29.2 29.0 28.9 28.6 

Straw+N+NPK 34.0 33.5 33.2 33.0 32.5 

FYM+NPK 34.8 34.3 34.0 33.7 33.3 

*Initial SOC content for all treatments at the beginning of the trial (1965)- 26.5 t/ha (1.15%) 
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The SOC content decreased with rising temperature, resulting in higher mineralization of 

organic matter confirmed in EPIC simulations (Fig. 1). This corresponds with the results of 

KIRSCHBAUM (1995).    

Simulations in the EPIC model showed a slight change in the SOC content influenced 

by change in precipitation (Tab. 3). Precipitation had obviously an impact on the microbial 

activity and the intensity of decomposition (EVANS and WALLENSTEIN, 2012; MARTINY 

et al., 2017).  

Elimination of water erosion affected the SOC content more, as the erosion factor had 

three times higher significance than the precipitation factor (Tab. 3). Elimination of erosion led 

to the compensation of decline in the SOC content at Cont. The SOC content was at the same 

rate as in the starting year of simulation in the treatment without fertilization and without 

elimination of erosion. Fertilization is usually used to achieve higher yield and better soil 

quality; however, erosion can contribute to stopping the SOC growth in NPK treatment (Fig. 2, 

Fig. 3). Erosion factor had the potential to reduce the SOC content up to 10-12% in all 

treatments. Water erosion inhibited the SOC increase to such a degree that the SOC content in 

NPK treatment was similar to the treatment without fertilization and without water erosion 

(Tab. 2). Study of ONTL and SCHULTE (2012) remarks erosion as an important factor 

influencing SOC.  

The SOC content in NPK treatment was about 11-15% lower than at the treatments with 

organic fertilization apart from erosion. The total SOC was about 1.5 t/ha higher in the 

treatments with organic fertilization after 10 years simulation; about 2 t/ha higher after 20 years 

simulation, and 3-3.5 t/ha higher after 45 years of simulation (Fig. 2). This growth raised up to 

4 t/ha with higher CO2 concentration after 45 years at FYM variant (Fig. 3). Elimination of 

water erosion in simulations can cause the increase in the SOC content up to  

6-7 t/ha, i.e. 25% of the initial SOC. Positive effects of organic fertilization on the climate 

adaption had impact on improving the better soil properties (STEHLÍK et al., 2019), lower 

surface runoff (KOVAŘÍČEK et al., 2019) and higher water retention (STEHLÍK et al., 2016). 

Preservation of soil organic carbon seems to become a problem in future, because of the lack 

of livestock. Straw application and implementation of the intercrops in the crop rotation could 

contribute to the SOC conservation.  
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Fig. 2: The SOC content in the completed simulation (45 years) of the field variants in the CO2 

concentration 420ppm +2°C  

 

 

Fig. 3: The SOC content in the completed simulation (45 years) of the field variants in the CO2 

concentration 540ppm +2°C  
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CONCLUSION  

Climate change with raising temperature and precipitation oscillations represents a significant 

threat for agriculture. It will become more difficult to maintain the crop production and soil 

quality in such a changing climate. Soil organic carbon is one of important factors in order to 

secure the soil quality. The EPIC model enables to simulate the soil organic carbon levels under 

various climate scenarios and types of fertilization. Simulations under various scenarios 

confirmed the rise of SOC with elevated CO2 concentration, but also the drop of SOC with 

higher temperature. Change in precipitations had no significant impact on the SOC content. On 

the contrary, the elimination of erosion and long-term organic fertilization combined with 

mineral fertilization raised the SOC substantially. Sufficiency of the soil organic carbon 

provides higher water retention and it is one of methods which might help to ensure sustainable 

agriculture in the time of climate change. The EPIC model proved to be a useful tool to forecast 

SOC and other factors. 
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Abstract 

This article is focused on the selected electric vehicle and its driving parameters. The selected 

electric vehicle was Fiat 500e. The electric vehicle was driven in sections that allowed 

monitoring of values for evaluation and comparison of operating parameters, battery discharge 

characteristics and energy consumption. The chosen test route was 30 km. First 15 km of the 

route led around the city (urban) and 15 km outside the city (suburban). Also, the specific 

conditions under which the test runs took place, such as outside temperature, geographic terrain 

or traffic conditions along the route were also monitored. This paper presents the results of 

conducted test drives. The obtained data were evaluated and conclusions were drawn. The 

article also shows average charging current during recuperation. The results show that the 

electric vehicle is suitable for urban traffic, where its operation can reduce local emissions from 

traffic. 

 

Key words: electromobility, electric drive, transport, consumption of electricity, driving 

patterns 

 

INTRODUCTION 

Many industries currently deal with electromobility. However, the automotive industry invests 

the most money in electromobility. Although the electric car has a so-called exhaust elsewhere, 

its local emissions are zero. That is why electromobility is positively received mainly in areas 

of large cities, where the emphasis is on reducing local emissions, mainly from transport (May, 

2017). Thanks to the current political pressure, car manufacturers are now also moving towards 

the development and production of electric cars. This pressure is mainly due to the considerable 

demands placed on ecological CO2 regulations. The current EU Regulation 443/2009 

established emission performance standards for newly manufactured passenger cars as a part of 

the Community's integrated approach to reducing CO2 emissions. The emission limits set for 

new vehicles are 130 g CO2 per km. By 2020, emission limit will be reduced down to 95g CO2 

per km. If this limit is exceeded, manufacturers will face financial penalties (European 
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Commission, 2010). Electric vehicles are not responsible for direct greenhouse gas emissions, 

but for indirect emissions from the production and operation of these vehicles. The carbon 

footprint of electric cars thus depends primarily on the energy mix, which is currently dependent 

on the production of electricity (Ehrenberger et al., 2020; Kromer & Heywood, 2007). The 

disadvantages of electric vehicles are their range, charging time and costs, which make them 

less comfortable in today's world. EVs are more expensive than conventional motor vehicles 

(Coffman et al., 2017). Because of range Tamor et al. (2013) concluded that PHEVs may be 

more acceptable than BEVs. Due to enhnaced charging infrastrucute range is no longer such 

a big problem today. Due to enhnaced charging infrastrucute range is no longer such a big 

problem today. However charging time still stays problematic and charging involves a number 

of technological obstacles that need to be addressed. The biggest challenge at present seems to 

be the traction battery, which affects key vehicle features such as range, power, weight and 

vehicle charge level. Electric car batteries are an expensive item, which causes not only a high 

purchase price of the electric car, but also high operating costs associated with battery 

replacement. The purchase price is the main reason why customers have not yet found their 

way to electric cars (Kaya et al., 2016). Tran et al. (2013) stated in his article that according to 

empirical review, first owners was heterogeneous motivated by financial benefits, 

environmental appeal, new technology, and vehicle reliability. The aim of this article is to 

analyze the driving parameters of a selected electric vehicle. 

  

MATERIALS AND METHODS 

The measurement of operating parameters and characteristics of the battery took place on a pre-

selected route in Prague. The electric vehicle was a fully electric Fiat 500e. The measurement 

was performed using TEXA diagnostic equipment. During the measurement, the vehicle 

communicated with the electric drive control unit, which constantly measured the battery 

voltage and current, the speed of the electric motor and the speed of the car. These values were 

continuously recorded and stored by the system. Furthermore, the car was equipped with GPS 

18x USB navigation units with a frequency of 1 Hz for immediate mapping of the vehicle's 

position. 

 

Fiat 500e 

The Fiat 500e is a fully electric car from the Italian manufacturer FIAT. The electric version of 

the model is based on the current form of the conventional Fiat 500. Its first generation began 

production in 1957. The Fiat 500e is a small passenger car that is very popular among people. 

300



International Conference of Young Scientists  

ICYS 2020, 14-15th September 2020, Prague Czech Republic 

 

Thanks to its dimensions and driving parameters, the modernized electric version of the car is 

an ideal car for city traffic. It has an electric motor with a torque of 200 Nm. From zero to one 

hundred kilometers per hour, The fiat 500e can accelerate from 0 to 100 in 9.2 s. The top speed 

of the vehicle is 142 km.h-1. In winter, its range is up to 140 km thanks to smart solutions such 

as heat pum saving up to  60 % energy. In summer, its range can be up to 200 km on a single 

charge and thus allows trouble-free operation, especially in the city. The design of the Fiat 500e 

is shown in Fig. 1. 

 

Fig. 1 Electric vehicle - Fiat 500e 

 

The following table 1 shows the operating parameters of the electric vehicle Fiat 500e. 

Tab. 1 Fiat 500e operating parameters 

MOTOR VEHICLE 

Design 

Synchronous DC 

motor with 

permanent magnets 

Weight 1352 kg 

Power 83 kW Year of manufacture 2015 

Maximum torque 200 N/m   

Drive  Electric   
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BATTERY DRIVING ABILITIES  

Type li-ion 364 V Top speed 142 km·h-1 

Capacity 24 kWh 
Acceleration 0-100 

km·h-1 
9.1 s 

Number of cells 97  Energy consumption  18 kWh·100 km-1 

Weigth 260 kg Range 140 km 

 

TEXA 

The Texa diagnostic (Fig. 1) unit is designed for monitoring and evaluating measured values 

from the motor in real time. Only passenger cars with an OBD diagnostic socket (since 2001, 

all petrol cars have had it and since 2003 all diesel cars) can be diagnosed. The OBD diagnostic 

adapter is firmly attached to the device. The IDC3 and IDC3 Pocket software only makes 

vehicles equipped with an OBD socket available. The device is therefore connected to the 

vehicle's diagnostic socket and uses Bluetooth to communicate between the vehicle and the 

display unit (PC or PDA). Thanks to continuous measurement, it is possible to monitor the 

characteristics of the engine while driving. 

 

 

Fig. 1 TEXA diagnostic 

 

Measurement  

The driving routes were designed to include two different types of sections. Both routes are 

shown in Fig. 2. The first section is 15 km long and leads from the Czech University of Life 
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Sciences (CULS) to the Budějovická metro station, where there is a fast charging station for 

electric cars. The driving routes were designed to include two different types of sections.  

 

Fig. 2 Test drive map 

 

The second section was also 15 km long and represents extra-urban traffic conditions. The route 

leads from the end of the first section, ie from the metro station Budějovická (BUD), to Psáry 

(PSARY), which is located south of the capital city of Prague.  

 

RESULTS AND DISCUSSION 

Table 2 shows the resulting values from the measurement of operating parameters. The table 

shows that the average speed in the city was lower than when driving suburban. This difference 

can be explained by the driving style, which differs mainly due to the frequent stopping in city 

traffic. City traffic corresponds to higher electricity consumption. 

  

Tab. 2 Measured values of test drives 

  Vehicle Fiat 500e 

  Route Urban Suburban 

Driving time min 33.45 33.86 

Length of the ride km 14.97 15.82 
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Average speed km.h-1 27.0 29.50 

Power consumption kWh·100 km-1 13.80 13.33 

Total energy kWh 2.07 2.11 

Total average energy kW 3.72 3.72 

 

The 2017 International Energy Agency (IEA) data showed that the energy use in transport 

significantly increased in 1971  from 23 % of total final consumption to 29 % in 2015. Fiat 

500e had an average consumption of 13.8 kWh per 100 km in the city (urban) and 13,33 kWh 

per 100 km outside the city (suburban).  Both achieved consumption on both routes were lower 

compared to values stated by manufacturer (18 kWh·100 km-1). The amount of carbon dioxide 

produced by vehicle is calculated by dividing the average electricity consumption per 100 km 

by the CO2 production per kWh. The quantity is given in grams. The weight of CO2 per 1 kWh 

depends on the current composition of the country's energy mix. The energy mix of the state is 

influenced by the composition of power plant types, such as combustion power plants, nuclear 

power plants, wind and solar power plants. This mix then fundamentally changes the weight of 

CO2. These data are essential for presenting how environmentally friendly electric cars are. 

Tab. 3 shows the CO2 production per 1 km, which was calculated with different input 

parameters from 27.01.2020 and 27.06.2020.  

 

Tab. 3 CO2 production per 1 km 

  

  

  

  

27.1.2020 27.6.2020 

Urban Suburban Urban Suburban 

Amount g CO2/ kWh 502 502 336 336 

Power 

consumption 
kWh·100 km-1 13.80 13.33 13.80 13.33 

CO2 

production 
g CO2 /1 km 69.28 66.92 46.37 44.79 

 

The amount of grams of CO2 per 1 km in this case is mainly affected by the season. Both values 

are recorded at 6 p.m. By January, the sun had set at this time, so solar power plants could not 

produce emission-free solar energy. At the end of june, the sun went down later and solar power 
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plants can produce emission-free energy. Solar energy is an important part of the energy mix. 

From this easy calculation, it can be concluded that the operation of an electric vehicle in the 

summer months is certainly more environmentally friendly.  

 

Figure 3 and 4 show the electric current levels of both routes. The main monitored parametr 

was the changing level of the battery discharge current which depends heavily on the way of 

operation, altitute profile of the route and driving speed of the vehicle. Negative current values 

indicate consumed current, positive values indicate recuperation energy.  

The graph 1 shows that the average current consumption was 18.9 A. The maximum current 

reached 152.5 A, which was consumed by the electric car during the first climb in Suchdol.  

The average recuperation current reached 16.3 A. The maximum measured value of the 

recuperation current was 82.8 A. 

 

 

Fig. 3 Characteristics of the Fiat 500e in the suburban section 

 

Figure 4 shows that the Fiat 500e reached an average consumption of 20.35 A. The maximum 

electric current in urban traffic was 77.9 A. The average charging current during recuperation 

was 14.27 A. At the moment of generating current by recuperation the highest current value 

was 69 A. 
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Figure 4 Characteristics of the Fiat 500e in the urban section 

 

The results of the measurements showed that the current consumption from the traction battery 

increases significantly in urban traffic, due to driving in congestion, stopping at traffic lights 

and more frequent need for acceleration. It is obvious that dimensions and weight plays a crucial 

role in the degree of current discharge. Emissions generated indirectly by electric cars also 

corresponded to these values. Zhang et al. (2020) deals in detail with the analysis of the energy 

consumption of an electric vehicle thanks to real-world driving data. Both sections experienced 

recuperation, which helped recharge the battery, especially when driving downhill. When 

driving from a higher altitude, it was enough to sufficiently charge the batteries and thus be able 

to effectively extend the range of the vehicle. In urban traffic, recuperation for recharging was 

not as efficient. But it helped with braking, which is more common in urban traffic. The results 

therefore indicate that small electric vehicles are clearly suitable for urban traffic.  

 

CONCLUSION 

The measurements determined the values of discharge currents of accumulators in urban and 

non-urban traffic, which showed the effect of acceleration and recuperation on energy 

consumption. Recuperation has thus proved to be an effective mean of recharging the battery, 

especially when descending from a higher altitude, when it was able to charge the battery 

efficiently. 

Electricity consumption is affected by driving style, geography and, among other things, by 

weather, which affects the need for air conditioning or heating. The use of an electric vehicles 
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is always influenced by the vehicle user. The measurement shows the suitability of Fiat 500e 

for city traffic. The measurement also shows that real consumption reached lower values than 

stated by the manufacturer (13,8 kWh·100 km-1 in the city (urban) instead of 18 kWh·100 km-

1), which is mainly caused by the defensive driving style.  

EVs do not produce local harmful emissions. However it should be noted that it generates 

indirect emissions depending on how electricity is produced (energy mix), and it is also 

necessary take into consideration the entire life cycle of an electric vehicle from production to 

disposal, when additional emissions are produced. The production of harmful emissions from 

EV is strongly dependent on the electricity source, the type of power plant and its primary 

energy source. In conclusion, it must be said that after the analysis of the recorded data from 

the electrical map, the operation of the electric car is significantly more environmentally 

friendly in the summer months, when the composition of the energy mix is more favorable. 
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Abstract 

The main aim of this paper is to compare the thermal features of electric and conventional 

(equipped with combustion engines) vehicle exteriors. The thermal cameras can complement 

or substitute visible spectrum video cameras and other conventional sensors and provide rich 

classification data linked with vehicle type recognition. The thermal images, obtained through 

an infrared thermography camera, were evaluated. The important differences between thermal 

features of these types of vehicle exteriors were found out. The results confirmed the hypothesis 

that it is possible to use an infrared thermography for vehicle drive categorization, collection of 

traffic data and eventually for traffic management, Smart city implementation and telematics 

systems in the towns in future as well. 

 

Key words: Thermal analysis, Vehicle classification, Electric vehicles, Thermal imaging, 

Detection of electric vehicles 

 

INTRODUCTION 

According to TRB [1] more than one billion motorized vehicles were driven on the earth in 

year 2009 and in the next two decades, vehicle ownership was expected to double worldwide. 

This fact causes and will cause many problems such as a traffic congestions and growing 

number of traffic accidents, air pollution by pumping extraordinary quantities of greenhouse 

gases into the atmosphere, draining the world’s conventional petroleum supplies etc. 

Electromobility is considered to be one of the way how to reduce carbon gas emissions and 

dependence on petroleum and it is gaining popularity in the present society due to reason of 

energy consumption reduction [2]. In order to avoid problems of growing motorization and 

urban growth, it is necessary to set up traffic rules correctly and to regulate traffic accordingly. 

All types of transportation data is necessary to collect in traffic planning, management and 

transport safety [3]. Historically, traffic data acquisition has been limited to manual methods or 

induction loop collection at defined positions [4]. Moreover, it is necessary to monitor traffic 
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flow in such a way that traffic control can be adapted in real time. Therefore, it is essential to 

implement Intelligent Transport Systems (ITS) [5].  

In near future and even actual ITS applications are required to categorize vehicle type according 

their emissions standards or type of engine unit for toll way, emission zones, emergency 

systems, safety etc.  

Due to lower accuracy occurring under bad weather conditions, e.g. fog, snow or heavy rain; it 

is necessary to replace or complement conventional methods using visual cameras with infrared 

cameras [6]. Infrared images of vehicles are expected to provide continuous and independent 

detection of vehicles on the conditions in their surroundings [6].  

In this paper, we propose novel method of detection of full electric vehicles (FEV). We use 

advantages of an infrared camera to measure thermal patterns of the vehicle exteriors (grille 

area and front side) to establish the criteria for recognition of the battery electric vehicles in 

traffic flow 

 

MATERIALS AND METHODS 

The text of the article [7] shows up the possibilities of classification of the vehicle based on 

their temperature pattern. The authors focus on the different thermal features of various vehicle 

categories and distinguish between them by statistical analysis of their thermal images, with the 

detection area is the entire image of a given height and width. They take into account only that 

part of the temperature histogram that was statistically evaluated as a representative part for the 

vehicle category. Author [7] uses the windshield and its surroundings as a detection area. 

However, this method proved to be less accurate under winter conditions due to similar 

windshield temperatures and ambient temperatures [8]. Authors [9] used both visual and 

thermal video for detection and use the grille areas and headlight as the detection area. Every 

single car generates heat during drive [7]. Even the car equipped with an electric engine 

generates heat, but when it is compared with conventional vehicles, it is significantly less heat. 

The heat is emitted to the body of the vehicle and it is easily visible on the front mask and side 

of the vehicle.  

Vehicles use cooling systems with coolant for the purpose of engine cooling. One of the parts 

of the cooling system is a radiator that absorbs heat from the coolant transported from the engine 

and due to it its body is heated. It means that temperature is partly proportional to engine load 

and his temperature. This property is possible to use and target detection to the grille area. 

Running engine warms its own body as well as other auxiliary parts of engine and emits this 

heat to neighbouring parts as mask, hood and side of the vehicle.  
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Other parts that do not come directly into contact with the heat from the engine are significantly 

colder and this is used in this research using the differences between the drive installation of 

the electric vehicle and the vehicle with internal combustion engine. 

The preliminary measurements confirmed the assumption of physical differences in the 

operation of these drives. The electric motor and the components required for its operation only 

heat up to a level that is much lower in comparison with the internal combustion engine. We 

use this temperature difference to detect electric vehicles. 

The area of the radiator grille and the area of the right fender above the front wheel, which we 

have identified as the region of interest from the thermal camera images, were selected as the 

detection areas. 

The optimal conditions of measurement were set up; the suitable engine laboratory equipped 

with a dynamometer for vehicle test bench was selected. The laboratory enabled to drive a car 

and warm it up to operational temperature together with stationery position and stabile indoor 

temperature in vehicle surroundings. The temperature was set up in the laboratory to the usual 

temperature as occur in summer season in the Czech Republic. 

Vehicles were selected for a purpose of good comparison. They were equipped with the same 

body for an electric and combustion engine models. Selected models were WV eGolf and WV 

Golf 1.5 TSI. 

The measurement under laboratory conditions forewent a prepared works in an outdoor 

environment. Measurement was performed at the vehicle in a stationary position as well on 

slowly moving vehicle to test usage of thermocamera and vehicle recognition (electric vehicle 

and vehicle equipped with combustion engine). The usage of special thermocamera to measure 

the temperature of train wagon wheels etc. is apparent in [10]. Measurement will be further 

tested with the potential of verification during higher vehicle velocities. Vehicles were tested 

with the use camera FLIR E5 [11] according to following process: 

Positions of thermal camera for measurement: 

1. thermal image of mask of the vehicle 

2. thermal image of side of the vehicle in area of front fender 

3. thermal image of side of the vehicle in high of floor of the vehicle. 

Time interval of measurement:  

1. measuring after 15 minutes at constant vehicular speed 60 km.h-1 – laboratory 

measurement 

2. measuring after 30 minutes of driving in city traffic. 
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Setting the parameters of the thermal camera: 

1. colour scale and MSX mode 

2. emissivity 0.95 

3. ambient temperatures 18 °C, 6 °C, 4 °C. 

RESULTS AND DISCUSSION 

The results of measurement shows a significant difference when they are compared. The 

temperature patterns of electrical and combustion propulsion of vehicles are evidently different. 

During measuring under laboratory conditions and controlled ambient temperature, the biggest 

difference in the detected emitted temperatures was up to several tens of degrees Celsius. Tables 

that are part of thermogram pictures (below) show the highest reached temperature (Max) in 

the detection window (frame) and average temperature from all detection area. The results of 

electric vehicle see Fig. 1a), b) are:  

a) Mildly temperature affected body of a vehicle in detection area Bx1 and the warmest source 

of the heat is mainly radiator and its grille, potentially brakes from side.  

b) Created second measured area Bx2 see Fig. 1b) due to reason of the existence of passive 

radar, which is independently heated and would distort the measurement itself.  

 

 

 a) b) 
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 c) d) 

Fig. 1 Example of laboratory measurement of vehicles; a) electric vehicle’s front, b) electric 

vehicle’s side, c) front of vehicle with combustion engine and d) side of vehicle with 

combustion engine 

Fig. 1c) of combustion vehicle thermogram shows considerably affected area of the mask of 

vehicle, primarily grille area and vehicle hood. Temperatures are about 40 °C higher in 

comparison with the electric vehicle, respectively average temperature of detection area is more 

than 10 °C higher by the same vehicular speed, time of drive and same setting of measuring 

parameters of a thermal camera. This temperature gap confirms results of measurement carried 

out from the side of vehicle. The electric vehicle had warmed tires see Fig. 1 b) and the 

surrounding area of wheel arch and fender is slightly warmed in comparison with combustion 

engine see Fig. 1 d) where, in addition to warm tires, the wheel arch and front fender area are 

more affected by higher temperature. 

In the case of outdoor measurements, the situation is similar, as can be seen on Fig. 2 a) - d). 

The components of the electric vehicle that are warmed up while drive, remain at a temperature 

several degrees higher than the ambient temperature (around 5 °C at the time of measurement 

of the electric vehicle). The internal combustion engine is heated to a temperature of two tens 

of degrees from atmospheric ambient temperature (at the time of measurement -1 °C). These 

measurements show that, despite of negative temperatures, there is still a difference in vehicles’ 

thermograms and exists the possibility of finding appreciable differences between them.  
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 a) b) 

 
 c) d) 

Fig. 2 Example of outside measurement of vehicles; a) electric vehicle’s front, b) electric 

vehicle’s side, c) front of vehicle with combustion engine and b)  side of vehicle with 

combustion engine 

Temperature scales of Fig. 2 a) - d) show, that it is evidently to recognize whether combustion 

engine works or not in the case of PHEV. This information is very important in the first few 

kilometres of drive, where engine is not warmed up to operational temperature, yet is possible 

to clearly seen the differences. Even with respect to area of vehicle body measurement, as FEV 

and PHEV are heated in different locations of the vehicle exterior. 

The graphs (see on Fig. 3 a),b)) are appreciable difference in intensities of particular 

temperatures and in different shape of thermal histogram. Histogram of electric vehicles 

becomes semi-Gauss curve; therefore, histogram of conventional vehicle has larger number of 

temperature intensities and his graphical distribution is different from Gaussian curve. The 

obtained knowledge proves and confirms another hypotheses i.e. recognition of different drive 
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aggregates and detection of electric vehicles based on their thermal pattern in pattern matching 

is possible. 

 
a) 

 
b) 

Fig. 3 Intensities on a vehicles thermal image; a) histogram of a vehicle with combustion 

engine and b) histogram of an electric vehicle 

For vehicle classification is also necessary to take into account that vehicles have different 

bodies, based on aerodynamics, size of engine, purpose of usage, driver's view etc. Hence, it is 

necessary the size of detection window of front part and side of vehicle set on proper size that 

can fulfil all vehicles’ category (personal car, van, truck). Due to learned pattern of semi-Gauss 

curve and pattern matching then will be filtered out the surroundings of the image not 

corresponding to the specified detection conditions, as was similarly solved for differentiation 

of various types of convectional vehicles in the reference [7]. 

It is considered realistic to use different thermal signature patterns of electric vehicles and 

internal combustion engines for their detection and classification. 

The reliable thermal detection requires keeping of several rules. It is also necessary to provide 

side detection of the vehicles, as the confirmation of front images of these vehicles; since 

following vehicles may partially dim and reduce detection accuracy. 
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The measurements also confirmed the correct positioning of the detection surfaces and the most 

temperature - affected parts of the car body. It is therefore necessary to verify these detection 

areas on several vehicle models and to measure them under real traffic conditions. 

 

CONCLUSION 

Proposed approach shows possible way of reliable detection of electric vehicles for recognition 

conventional and even PHEV vehicles with internal combustion engine and FEV, because it is 

not ever possible yet to find out required data from a licence plate and vehicle register. Another 

usage of detection is offered and reliability is around 90 % under different weather conditions 

like hot weather and temperatures below 0 °C. The application of reliable detection of electric 

vehicles is possible consider to use for vehicle priority systems at intersection with traffic lights, 

suitable activation for parking and smog situations, but especially for using toll systems. The 

proposed detection can support a development of electromobility in cities as well. Another use 

of detection based on thermal camera images is obvious in Smart cities, where it is possible 

precisely detect number of passengers in vehicles, detect potential accidents and overheating of 

particular vehicle parts and prevent fire beforehand, because these problems will be substantial 

for electric vehicles. The use of thermal detection can be useful for tunnel technologies but even 

for control of some diagnostic systems and prediction of state. It is possible to see, results of 

experiments are very interesting with potential high use of these technologies for 

electromobility, transportation, diagnostic, even for the usage in Smart applications, their 

usability check and other improvements. 
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Abstract 

Czech Republic is moving from landfill-based system toward resource-based waste 

management system with an increasing rate of recyclable waste in last years (38.6% of 

recycling by material and 11.7% of energy recovery in 2018). But landfill is still the 

popular way of municipal solid waste (MSW) disposal. Therefore a good knowledge of 

physical composition of MSW is required in order to define strategy plans and improve 

waste management in municipality. In the Czech Republic, municipal solid waste is 

collected from households by door to door system or recovery operations (Household 

Waste Recycling Centre) and only should consists of everyday items, which are further 

non-recyclable and unreusable. However, a significant amount of recyclable waste can 

still be found in MSW. This work is aimed to compare the physical composition of 

MSW in small municipalities in the Czech Republic with population size up to 2 999 

inhabitants to recognize the share of recyclable and non-recyclable waste in MSW and 

designate the potential of separation at source. Composition of MSW was determined 

by physical assessment of waste collected from households in targeted small 

municipalities, where a waste sample of  approx. 300 kg of MSW collected from both 

residential and family housing as it may differ in composition of each component of 

MSW. The physical composition was identified by detailed manual sorting of waste 

into specific groups (13 categories in total) by their features and weighted to compare 

later. We found that the real fraction of MSW, which cannot be further reused or 

recycled, was much smaller than the amount discarded into the black municipal trash 

bins. Big portion of MSW was made by organic waste together with food waste. This 

kind of waste is especially useful when people turn it into compost in terms of waste 

production prevention and it returns the nutrients back to the soil and thus closing the 
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circle. Rate of recyclable waste was also high in many municipalities of our analysis, 

which indicated lower separation rate. It reflects an inadequate sorting system in 

municipality and insufficient education of habitants. On the other hand, it points out a 

big room of potential in separation at households. To conclude, the assessment 

highlights the improper proportion of MSW. Much waste can be recycled but once it is 

thrown into black bins as MSW, there is no chance for it to be reused/recycled. 

Therefore, it calls for measures of improving in sorting at source, which benefits 

municipal authorities in term of increasing the recycling rate to meet the regulations as 

well as gaining profit from selling the recyclable waste as secondary material. We found 

analysis of physical composition of MSW as a fundamental method for municipalities 

to verify separation rate at source and it is necessary to conduct this analysis regularly 

and monitor the development.  

 

Key words: Analysis, physical composition, municipal solid waste, recycling, 

separation at source, Czech Republic 

 

INTRODUCTION  

Czech Republic generated 5 782 thousand tons of municipal solid waste (MSW) in year 

2018, it was 544 kg of MSW per person, about 44 kg more than 5 years ago in 

comparison with year 2015. Only 38.6 % was recycled by material and 11.7 % for 

energy recovery, 46 % was landfilled (MŽP 2019).  Thanks to the low landfill tax, 

landfilling as a way of waste disposal is still popular for the Czech municipalities, 

especially for small municipalities with low budget.  

This year in March, The European Commission has adopted a new Circular Economy 

Action Plan which includes revised legislative proposals on waste to stimulate Europe's 

transition towards a circular economy. The new action plan presents key elements 

including a target for recycling 65% of municipal waste by 2030 and to reduce landfill 

to maximum of 10% of municipal waste at the same year. Additionally there is applied 

a strict ban on landfilling separately collected waste, for example paper, plastics, 

organic waste, metals, etc. (European Commission 2020). Czech own Waste 

Management Plan 2015-2024 already set up that landfilling tax should be adjusted in 

order to divert waste higher up the hierarchy (MŽP 2014). Increase 1850 Kc of 

landfilling tax from 500 Kc per ton applied in 2030 should shift waste treatment more 
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to recycling and reuse instead of landfilling. This step would have huge impact on the 

municipal budget and make small municipalities focusing on waste treatment and trying 

to find out a new way with municipal waste produced in their region.  

Municipal solid waste is primarily produced by households, in small scale can be 

produced by private sector based on agreement with municipal office. It is waste with 

no further usage or small usage (for energy recovery) in contrast to recyclable waste 

which, among other things, bring extra income for municipality. Municipalities joined 

integral waste separation system by EKO-KOM can get benefits depending on the 

collected recyclable waste (paper, plastics, glass, etc.). It is a fact, that the more 

municipality collects from inhabitants and invest into the waste infrastructure system, 

the more reward they get from the EKO-KOM system. Therefore, it is also from a desire 

of municipal authority to make steps leading to MSW reduction and increase of 

collection of recyclable waste.   

To come out with an efficient solution for MSW reduction, it is necessary to identify 

the composition of MSW in the municipality. The composition of produced waste is 

extremely variable and depends on multiple seasonal and cultural factors, eating habits, 

and socioeconomic and legislation impacts. This variability makes defining and 

measuring the composition of waste more difficult and at the same time more essential 

(Kreith 1999; Diaz et al. 2020; Dehghani et al. 2009). The precise information regarding 

the quantities and characteristics of the solid waste can be then used for design, 

implementation, and operation of the best practice in the waste management as well as 

source control, saving resources, recycling, planning waste collection layout, transport, 

and disposal system which finally results in protection of the environment against such 

harmful effects (Heravi et al. 2013; Erami et al. 2015). Assessment of waste 

composition gives a detail view into municipal waste produced by citizens each day 

and inspires authorities on further improvements.  

For this purpose, the non-governmental organization Institut Cirkulární Ekonomiky z. 

ú. (INCIEN) in cooperation with JRK Czech Republic s.r.o. (JRK) have been 

conducting analyses of physical composition of MSW to help the municipalities getting 

a better knowledge about their waste.  Thanks to their work and collected data this paper 

could arise.  
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The primary goal of this study was to evaluate all the collected data of 20 small 

municipalities in the Czech Republic during analysis of physical composition, assess 

the qualitative and quantitative characteristics of MSW, compare in-between these 

regions and find the potential in waste reduction and increase of recycling.  

 

MATERIALS AND METHODS 

The assessment of physical composition of MSW was performed in 20 Czech 

municipalities with population up to 2 999 citizens over 4 years. Some analyses were 

repeated on request in order to monitor the municipal waste composition changes over 

the year.   

All these composition analyses were completed by Institut Cirkulární Ekonomiky, z.ú 

in cooperation with JRK Czech Republic, s.r.o., whose main goal is about 

transformation and implementation of circular economy in the Czech Republic. 

Analysis is aimed to evaluate the municipal solid waste and its composition of 

recyclable and nonrecyclable compounds, determine their percentage and find the 

potential to improve recycling rate.  

The methodology was designed by Methodological guideline of waste sampling 

(Ministry of the Enviroment 2008) and adjusted to meet the goal of waste analysis.  

Waste samples were collected during each MSW analysis in field.  

All analyses were performed in cooperation with municipal authorities which provided 

MSW collected just before analysis from households according to the waste collection 

schedule. For analyzing, a sample of approx. 500 kg of municipal waste, randomly 

picked from the pack, was taken aside and analyzed. For this study was used household 

waste both from apartment and family houses. Protective equipment (suit, gloves, 

glasses, respirators etc.) were used during the whole analysis.  

Each sample of MSW was waded through carefully and manually separated into 13 

detailed categories (13 black bags) according to their attributes ( 

Figure 1).  Every separated category was weighted using weighing scale and recorded 

throughout the analysis followed by calculation of total weight by the end. Then all data 

were recorded and photographed, the waste sample was discarded into a big container 

and disposed in compliance with the policy.  
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Afterall, all the separated waste (paper, plastics, glass, etc.) was counted in percentage 

(rate), where 100 % is total weight of  waste sample from each municipality (Formula 

below). A profile of MSW in each municipality was processed using data from physical 

analysis.  

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 𝑤𝑎𝑠𝑡𝑒 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 (𝑘𝑔)

𝑤𝑎𝑠𝑡𝑒 𝑠𝑎𝑚𝑝𝑙𝑒 𝑖𝑛 𝑡𝑜𝑡𝑎𝑙 (𝑘𝑔)
∗ 100 = 𝑟𝑎𝑡𝑒 (%) 

 

 

Figure 1: Categories of waste in which waste samples were separated during analysis. 

Program R (R Core Team 2016) was used for statistical analysis of gained data to 

compare the difference in MSW and recycling potential between municipalities. All 

data were tested for normality assumption of parametric testing using Shapiro-Wilk test 

(Shapiro and Wilk 1965) but neither one set met the requirements of normality, 

therefore all data sets were treated as non-parametric and were used non-parametric 

statistical treatments for testing. Data of wood waste were recorded and used for result 
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visualization but excluded from statistical analysis due to their insignificant portion in 

samples over all municipalities as this might distort the statistics.   

 

RESULTS 

An overview of average physical composition of MSW is presented in figures below.  

Figure 2 provides an overview of the data from analysis of physical composition 

depicting the average portion of waste compounds found in MSW sample basing on 

their weight. In the waste samples, non-recyclable part containing real municipal solid 

waste accompanied by hazardous and infectious waste created only approx. 34 % of 

MSW (Chyba! Nenalezen zdroj odkazů.), the remaining part  (66 %) was created by 

recyclable compounds that should not end up in the black bins designated for non-

recyclable waste. Most of recyclable compounds was created by organic waste 

(29.54 %) followed by plastics (11.38 %), paper (5.93%), textile (5.78 %) and glass 

(4.62 %). Organic waste was sum of compostable waste and gastronomic waste 

(=almost not compostable in CZE).  Plastic waste included a big amount PET bottle 

which can be easily recycled. Recently a hot topic associated with PET bottles has 

arisen in the Czech Republic. According to the practices aboard, PET bottle deposit 

system is coming to forefront. The main goal of operating the deposit system will be 

saving the bottles from municipal waste bins and littering, also guaranteeing a good 

quality of bottles returning back to producers. Beside PET bottles, plastic films, soft 

and hard plastics were also found in the waste sample. Construction waste occurred in 

the MSW in less significant amount, but still occupied more than 3 % of MSW. 

Sometimes the electrical and electronic waste could be found in MSW as well, 

representing approx. 1 % of waste sample, similarly like tetrapak. Clearly, non-

recyclable MSW produced by households represented actually much smaller amount 

than  throwed into the municipal waste bins.  

Statistically, data were compared between municipalities to show the difference in 

municipal solid waste composition.  The results demonstrated that there was no 

evidence of significant differences in waste structure in all municipalities difference (p 

value > 0.05). It suggests that small municipalities in the Czech Republic with 

population up to 2999, might have similar waste structure in MSW.  
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Due to their significant amount representing in MSW, organic waste and plastics were 

specially tested in-between municipalities (Figure 4). Plastic waste had small range 

from 3 % up to 7 % of MSW while organic waste was more variable, one municipality 

had more than 50 % of MSW created by organic waste, another 3 had over 40 % and 

average rate is 29.5% of total MSW. These results pointed that plastics and organic 

waste produced from kitchen and gardening is usually throwed into municipal waste 

bin instead of being recycled. On the other hand, this gives a sign of potential in 

improving recycling at source. 

Statistically, neither of these two components had shown noteworthy difference in 

composition of MSW (all p value > 0.05) as all tested municipalities had similar waste 

structure, like it is showed at overall physical composition of MSW above.   

Because of the lack of data from municipalities with more population size (>3000 

citizens), we decided to not include these data into the present study.  

Based on the results from physical composition assessment it is possible to assume the 

approximal potential for improving. Organic waste represented 29.5 % of total MSW. 

In year 2018 the production of MSW in the Czech Republic did 5 782 thousand tons. If 

we deducted 29.5 % from it, which introduces the organic waste, we would get to the 

level of 4073.93 thousand tons of MSW. Moreover,  if we deducted additionally plastics, 

paper and glass from the total production, we would save 2976.4 thousand tons of waste 

from landfilling or incineration. This scenario is less likely because we cannot reach 

100 % of recycling organic waste etc. Even though, if we improved only 30 % of 

recycling, means deducted 30 % of organic waste, plastics, paper and glass ended in 

MSW, we would save 512.42 thousand tons of organic waste from landfilling and 380.5 

thousand tons of paper, plastics and glass together. Figure 5 demonstrates, that even 

improve about 30 % would change the amount of landfilling waste and save some 

money for the municipal budget as well as contributing to the better environment.  
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Figure 2 showing the average physical composition of municipal solid waste in the 

selected municipalities of this study.  Abbreviations: BIO – organic waste; EEW – 

electrical and electronic waste; WW – wood waste; CW – construction waste; HW – 

hazardous waste; IW – infectious waste; MSW – municipal solid waste. 

 

Figure 3: Average portion of recyclable and non-recyclable waste divided according 

to their attribute. Municipal solid waste is kind of waste with no further use but 

determined for incineration (energy recovery) and landfilling. According to this 

figure, there was still more than fifty percent usable/recyclable waste but ended up in 

bins with municipal waste. 
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Figure 4: These two figures show average rate of two most abundant components in 

MSW – organic and plastic waste, in tested municipalities. Each colour represented 

one municipality. Due to the agreement with municipalities, their names stayed 

anonymously. 

 

 

Figure 5: Possible scenario how much would production of MSW decrease when 

increase the recycling. MSW 2018 means total production of MSW in year 2018 in 

thousand tons. MSW without BIO means how much would MSW production 

decrease, if the organic waste ended in MSW would be recycled (removed from 

MSW) by 100 % or 30 %, specifically MSW 2018 minus organic waste which is 

multiplied by rate of organic waste from analysis above. MSW without BIO, paper, 

plastic and glass is like previous information, but from MSW 2018 is deducted 

organic waste and paper, plastic and glass. 
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DISCUSSION 

Assessment about physical composition of municipal solid waste has goal to define the 

structure of MSW, i.e. paper, plastics, organic in municipal waste. The structure can 

tell a lot about the waste management in borough, especially it may reflect the citizen 

behavior related to waste recycling and disposal.   

Our results demonstrate that structure of individual components in MSW is similar 

between the 20 tested municipalities. Further it is assumed that the ratio of municipal 

waste and organic waste in the total MSW produced by citizens is similar, as is the ratio 

of plastics. 

This study also pointed out a lot of room for improvement in the sorting of municipal 

waste directly at source (in households), as usable waste disposed in non-recyclable 

bins represented up to 65.7% of MSW. Waste discarded in this way can no longer be 

recycled and can be only incinerated for energy recovery or at worst, landfilled without 

any use. This huge amount does not bring any income to the municipal authority, or 

even might burden the city budget by all acts associated with MSW collection, 

maintenance and landfill tax which means the more MSW is produced the higher tax 

has to be paid. Therefore the priority is decreasing the amount of MSW by reaching 

two main targets: preventing waste generation at source (household) and collecting 

recyclable waste as it can be reused or recycled, while trading with recyclable waste 

means additional income to city budget.  

The biggest portion of MSW was represented by organic waste (food waste, yard waste, 

leaves) which is also confirmed in the other studies in Crete (Gidarakos et al. 2006), 

Iran (Dehghani et al. 2009; Phillips, Gholamalifard 2016), Western Algeria (Guermoud 

et al. 2009) and Ghana (Miezah et al. 2015). 

Also there is an exceptional cause calling for an increase in recycling from the national 

level. According to the present waste law which determines the obligation of separate 

collection for organic and metal waste since year 2015, municipal authority has to 

ensure the collection for the whole year at least for compostable organic waste. 

Recently from this year (January 1st, 2020), a new duty for municipal authority has been 

applied that used gastronomic oil waste from households should be collected 

individually and recycled. The Czech legislation has a clear message oriented to circular 

economy and waste production reduction. This appear to be necessary and essential 
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how to make changes not only at the municipal levels also with private sectors. It is 

interesting to note that the present waste law determines the total ban on landfilling of 

recyclable and usable components of MSW since year 2024, but the new law, which is 

in preparation process and will come into force soon, is about to defer this ban to year 

2030.  

Other motivation for waste reduction comes from European Union too, which has 

released new policies about circular economy in waste management. To meet these 

requirements, municipal authorities have to come with measures leading to reduction 

of both total amount of waste and non-recyclable waste.  

On the other hand, it is very easy to reduce landfill costs and MSW amount when we 

found out that there is a striking quantity of recyclable waste waiting for separation 

which if we redirect it, can be saved. Waste reduction is highly depended on dwellers 

activities. There are many socio-economic-technically factors affecting their behavior 

and disabling them in recycling. For example the distance and availability of recycling 

bins, the volume and repletion of bins, lack of awareness and education, low technology 

and innovation level, etc. (Lane and Wagner 2013) create barriers for the basic 

recycling, whereas financial stimulus is the major motivational factor for their active 

participation. The good site is that can be easily changed by the motivations and efforts 

from municipal authority (Kattoua et al. 2019). The link between them and citizens 

needs to be strengthened. Hence, possible activities for inhabitants must focus on these 

areas bracing education for inhabitants, special education activities for children and 

schools, organizing events to increase the awareness of recycling and the overall 

promotion of waste reuse and recycling.  

Revaluating waste collecting system opens also new opportunities for municipality. 

Good way is to check the data from collection companies. Other study from INCIEN 

showed that many waste bins were collected practically empty or half-empty, but 

municipality have to pay to companies for each collection regardless of that if the bin 

was empty or full. Based on this information, optimalization of the number of 

containers come in handy and can bring further significant budget savings which can 

be invested into technology, for instance.  
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CONCLUSION 

In summary, this paper evaluated the data about physical composition of MSW in 

Czech small municipalities, found out the disadvantages of low rate of recycling and 

pointed out the opportunities of improvement.  

This analysis of physical composition of MSW is considered as a fundamental method 

for municipal authorities to verify separation rate at source and help with design, 

implementation, and operation of the best practice in the waste management. It is 

recommended to conduct regularly and monitor the development over years. 
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